Child Care & Early Education

RESEARCH CONNECTIONS

ICPSR 28421

Head Start Family and Child
Experiences Survey (FACES): 2006
Cohort [United States]

United States Department of Health and
Human Services. Administration for
Children and Families. Office of Planning,
Research and Evaluation

User Guide

ICPSR INTER-UNIVERSITY

CONSORTIUM FOR
POLITICAL AND
SOCIAL RESEARCH

P.O. Box 1248
Ann Arbor, Michigan 48106
www.icpsr.umich.edu



About Research Connections

These data are made available by the Child Care and Early Education Research
Connections project. Research Connections promotes high quality research in child care
and early education and the use of that research in policymaking.

Research Connections is operated by the National Center for Children in Poverty at the
Mailman School of Public Health, Columbia University and the Inter-university Consortium
for Political and Social Research at the Institute for Social Research, University of Michigan,
through a cooperative agreement with the Child Care Bureau, Office of Family Assistance
and the Office of Planning, Research, and Evaluation, Administration for Children and
Families in the U.S. Department of Health and Human Services.

N c P A Ch“d CaTe Bureau _/@ U.S. Department of
S

Health and Human Services
National Center for Children in Poverty { @ et
Mailm ool of Public Health Administration for Children and Families.
Columbio University
I P R INTER-UNIVERSITY
C S CONSORTIUM FOR
POLITICAL AND
SOCIAL RESEARCH




Terms of Use

The terms of use for this study can be found at:
http://www.icpsr.umich.edu/cocoon/ICPSR/TERMS/28421.xml

Information about Copyrighted Content

Some instruments administered as part of this study may contain in whole or substantially
in part contents from copyrighted instruments. Reproductions of the instruments are
provided as documentation for the analysis of the data associated with this collection.
Restrictions on "fair use" apply to all copyrighted content. More information about the

reproduction of copyrighted works by educators and librarians is available from the United
States Copyright Office.

NOTICE
WARNING CONCERNING COPYRIGHT RESTRICTIONS

The copyright law of the United States (Title 17, United States Code) governs the making
of photocopies or other reproductions of copyrighted material. Under certain conditions
specified in the law, libraries and archives are authorized to furnish a photocopy or other
reproduction. One of these specified conditions is that the photocopy or reproduction is
not to be "used for any purpose other than private study, scholarship, or research." If a
user makes a request for, or later uses, a photocopy or reproduction for purposes in
excess of "fair use," that user may be liable for copyright infringement.



http://www.icpsr.umich.edu/cocoon/ICPSR/TERMS/28421.xml

Head Start Family and Child
Experiences Survey: 2006

Users’ Manual

August 12, 2010

Jerry West

Nikki Aikens

Barbara Lepidus Carlson
Cassandra Meagher
Lizabeth Malone

Anne Bloomenthal
Annalee Kelly

Kristina Rall

Rita Zota

MATHEMATICA

Policy Research, Inc.




Contract Number:
HHSP23320052905YC

Mathematica Reference Number:
6202-132

Submitted to:

U.S. Dept. of Health and Human Services
Admin. for Children, Youth and Families
370 L’Enfant Promenade, SW

4th Fl. West

Washington, DC 20047

Project Officer: Maria Woolverton

Submitted by:

Mathematica Policy Research
600 Maryland Avenue, SW
Suite 550

Washington, DC 20024-2512
Telephone: (202) 484-9220
Facsimile: (202) 863-1763
Project Director: Jerry West

Head Start Family and Child
Experiences Survey: 2006

Users’ Manual

August 12, 2010

Jerry West

Nikki Aikens

Barbara Lepidus Carlson
Cassandra Meagher
Lizabeth Malone

Anne Bloomenthal
Annalee Kelly

Kristina Rall

Rita Zota

MATHEMATICA
Policy Research, Inc.




CONTENTS

I I 20 1 1 G N 1 1
A. FACES 2006 Study DeSign. ... it e e 2
B. Use@ Of FACES Data.....cccuiiiiuiiiiiiiiieeee ettt et e e e e e e e e e e 3
C. Conceptual Model and Framework for FACES 2006 ........ccceeeueeeneineeennnnnn. 4
D. ReSearCh QUESTIONS .ouinieiiii ettt e e e e e e e e e e e e eenens 6
1. Describing the Population Served.........cooviiiiiiiiiiiiic e 6
2. Describing Head Start and Program Services ......ccoovvveiiiuiiiiienniennennnns 7
3. Relating Program Services to Child and Family Outcomes ................. 7
E. What’s New in FACES 2006 .....ccuiiiniiiiiiiiiiiieee et e e e e e e e 8
1. Larger 3-Year-Old Sample ....couiiriiiii e 8
2. Measures ChangesS. ...t e e e e e e e e e eaaes 9
3. Additional Information Gathered on Children.........ccccooivieiiiniinnnniin 10
4. Use of Computer-Assisted Technology.......ccooveuieiiiiiiiiiiiiiiiceceeee, 10
SAMPLE AND SAMPLING DESIGN ..o e 11
A, Sampling APProach ... 12
1. Sampling Head Start Programs........ccccecuiiiiieiiiiiiiiccieece e eeee e 13
2. SAMPlING CONEEIS ouiiiiiii et e e e e e eaaees 16
3. Sampling Classrooms/Teachers .......ccccoeuiiiiiiiiiiiiiec e 17
4. Sampling Children and Parents .........ccceeeuiiiiiiiiii e 18
B. Attrition and Participation........c..oiiuiiiiiiiic e 21
LT 0 .= PP 25
DATA COLLECTION INSTRUMENTS ...t ee s 27
A. Approach to Identifying and Developing Measures..........cccceuuveevneeennnnn.. 28
B. Child Direct Assessments and Ratings by Assessors, Teachers, and
e L= | 6 PP 28
1.  Administration of Child Direct Assessments and Ratings by
Interviewers, Parents, and Teachers ......coioviviiiiiiiiiiicee e, 29
P - U o T = Vo T of €11 o= PP 30
3. Peabody Picture Vocabulary Test-Fourth Edition/Test de
Vocabulario de Imagines Peabody..........ccooeuiiiiiiiiiiiiieee e 32

i



Contents (continued)

4, Woodcock-Johnson Tests of Achievement-Third Edition/Bateria Il

LA/ o Yo [elo Yl G VT ' Y 33

5. Additional Math Assessment: Early Childhood Longitudinal Study....34
6. Story and Print CONCEPLS ..ovuieiuiirieii e et e e e ee 35
7. Height and Weight ..o 36
8. ASSESSOr RATINGS ceuieiiiiiiiiiii et e e et e e aeas 36
9. Teacher Child Report (TCR)....cuciuniiiiiiiieee et e e e e eans 37
TO. Parent RAtiNgs cuuouuieieiiicie et e e e eans 40
C.  Parent INTEIVIEWS ...uieieieiie et e s e e e e eans 41
1. Administration of Parent INterviews ........ccccecuvieiiiiiiiiiiiieciiceec e, 42
2. Relationship of the Parent to the Child...........cccooviiiiiiiiiiii 42
3. Child Demographic Information...........cccooeuiiiiiiiiiiiicic e 43
4. Family Demographic Information...........ccoeeeiiiiiiiiiiiicc e, 43
5. Home Language Environment ...... ..o 44
6. Family Household Structure ........ccooeuiiiiiiiiiei e 44
7. Home Learning ENVIrONMeNt..... ..o e 45
8. Child-Rearing Practices and Parenting Behavior.........cccccoveuivvuiinnnenn. 46
9. Child Care ArrangementsS...c.uuuuiiuiieiee e eie e e eaas 48
10. Child and Family Health Care......c.coiuiiiiiiiiii e 49
11. Parent Mental Health ... 49
12. Home and Neighborhood Characteristics ........ccoviiuiiiiiiiiiiiiiiene. 49
13. Family Social SUPPOIt....cu i e 50
14. Child Nutrition and Activity Levels ......ccociiiiiiiiiiiiiicice e 50
15. Head Start/Kindergarten EXperiences.......coooeuieeiiiniieinieenieeeeeees 51
16. Interviewer RAtiNgS .. o.uceiinieiiiiee et e e e e e e e e 52
D. Classroom Observation INStrUmMeNtS .........cceuuiiiuieiiieiiie e e e eneeeaas 52
1.  Administration of Classroom Observations ...........cccceevieeiiieinieennnnnn. 52
2. Counts of Children and AdUlts.......cccuiieiiiiiiiiii e 53
3. Early Childhood Environment Rating Scale-Revised..........cccccceuveennnin 53
4. Arnett Scale of Lead Teacher Behavior.........ccooouieiiiiiiiiiiiiicccee, 54
5. Classroom Assessment Scoring System.......cccccuieiiiiiiiieiiieneeeeeen, 54
E. Head Start and Kindergarten Teacher Interviews .........ccccceveuiieieeiiieennnnns 55

1. Administration of Head Start and Kindergarten Teacher

INTEIVIEWS L.ttt ettt et e et e et e e e e e e e e eaes 56
2. Teacher Background..........c.ooouniiiiiiiiiii e 56
3. Learning Activities and Curriculum ...........cooiiiiiiiiiiiiieeee 56
4. Classroom ENVIrONMENT......ccuuiiiuiiiii e e e 57
5. Teacher Beliefs ... 58
6. Teacher Mental Health........ccoouiiiiiiiii e 58
7. Parent INVOIVEMENT .......oieiii e 59
8. Planning and ASSESSMENT .....iiiuuiiiuieiiiieiee e e e e 59
9. Child Nutrition and Activity Levels .........ccooiuiiiiiiiiiiiiicecceeeeicees 59
10. Professional Development and Program Management..................... 60

v



Contents (continued)

F. Head Start Staff INt@rvi@WS ......coeuniiiiii e 60
1.  Administration of Staff Interviews .........cccoiiiiiiiiiiiii e, 60
2. Program Director INTeIVIEW .....cvuieieiiiee e e 61
3. Center DireCtor INtEIVIEW .. .u.iuiieiiieieee e e e 61
4. Education Coordinator INterview ........cceeeuieiuiieiie e 63
G. Data Collection Schedule and PeriodiCity ......c.coeeuiiiiiiiiiiiiiiecceeceeee, 64
DATA COLLECTION PROCEDURES AND RESPONSE RATES ....coiiiiiiiiiieieeeenns 67
A. Team Approach to Data Collection ........cccueeiiiiiiiiiiiieiicceceeeeee e, 67
B. Field Staff Training ....cc..viiuiiiii e 69
T, Training GOaAlS ...ccuuiieiieii i e 69
2. Fall 2006 Training ..cucieuieeieieeei e e e 70
3. Spring 2007 Training and Subsequent Years......ccccceeeeiiiiiiennennnnne. 75
4. Spring 2008 TraiNiNg...ccucieieieieeeee e e 80
5. Spring 2009 TraiNinNg ...c..oeueeiiie e e e e 81
C. Planning and Conducting the Site ViSitS.....cccccoviiiiiiiiiiiiiiicecceece e, 81
1. Planning for the Fall 2006 Data Collection Visit ........ccceeeviieiniennnnen. 81
2. Conducting the Fall 2006 Site ViSitS.....cccoeeuiiiiiiiiiiiiiieiciceeeeerceeas 84
3. Spring 2007 Data ColleCtion .......ccuviieniiiiiiiiie e 86
4. Spring 2008 Data ColleCtion .......cocuuiiiiiiiiiiiiicc e 88
5. Spring 2009 Data Collection .......cccuieiiiiiiiiiieice e 90
6. Monitoring the Data Collection ........ccocuiiiiiiiiiii e, 92
(D O LU T 1 11 QY X U] - Vo Y ol P 92
1. Quality ASSUIaNCe ViSitS ..ccuiiuiiiiiiiiieiieeeeeeeeeeee e e e e e aeaeans 92
2. Monitoring Telephone INterviewing......cccceveeieiiiieiiiieeieeeeeee e, 93
E. RESPONSE RATES iuiniiniiiiiiiiiiiei ettt et e s e s e e ea st eare e raenransnrnrenenens 95
DATA PREPARATION ..eeeeiieii ettt e e e e e s e e e e e e e e e e e eannees 99
A. Electronic vs. Paper DOCUMENTS ....cuuiuiiiiiiieeiiceieieeeeeeeaeeaeene e e e eneenns 99
3 J I - = W = 111 g Vo SRR 99
C. FreqUENCY REVIEW . ..iuieiiiii ettt r e e e e e e e e e e e en e ennes 101
[ D F | = =1 | o /P 102
E. Coding Other-Specify and Open-Ended Responses ........cccceeuveevneevnnnnnnn. 102



Contents (continued)

Vi DATA FILE CONTENT, STRUCTURE, AND USE .....ciiiiiiiecicceeeeeneeeens 105

A. Data Files and Data File StruCture .........ooeueeeiiieii e 105

1. Organization of Variables on Data Files ........cccoeveeiiiiiiiiiiineennen. 106

2. Variable Names and Labels .......ccoouniiuiiiiiiiieeeee e 111

3. Missing Value Codes.....ouuuiiiiiiiiiiiiee et 113

4. Identification NUMDErs ......oouiiiii e 113

5. Merging Data from Different Files.....c..ccoooiiuiiiiiiiiiiiiiee e, 115

6. Special instructions for SAS USers .....cccuiiiiiiiiiiiiii e 116

B. Sampling WeIghtS ...cuuiiiiiieee e 117

C. Choosing the Best Weight......ccuiiuiiiiiiiiic e 132

D. Variance Estimation ... 134

VII. CHILD ASSESSMENT SCORES AND COMPOSITE AND DERIVED VARIABLES. ............. 137

A. Child ASSESSMENT SCOMES ...cuniiniiiiei ettt e e e e e e e ea e e eanaas 137

1. Direct Child ASSESSMENTS .uieuiiiiiiiiiiiieii et e e e e 138

2. Indirect Child ASSESSMENTS ..ccuiuieiiiiiii e e eaas 153

B. Composite and Derived Variables .........ccccoveiiiiiiiiiiiiicieee e, 154

1. Child and Family CharacteristiCs ......ccoeuviiuuiiiuiieiiieiiieeeeeeceeee e 154

2. Family Processes and Parenting ........ccccceeeviiiiiiiiiiciic e, 167

3. Head Start Teacher and Classroom Characteristics...........cccceeuuneen. 169

4. Head Start Program CharacteristiCS....cccceuuiriruieiiiieiiiieiceiieeeieeens 177

R 1 2 =t L P 177
APPENDICES

Appendix A: Copyright Statements

Appendix B: Instrument Content Matrices

Appendix C: Questionnaires

Appendix D: Codebook for Center/Program-Level PUF

Appendix E: Codebook for Classroom/Teacher-Level PUF

Appendix F: Codebook for Child-Level PUF

Appendix G: Descriptions of Constructed/Derived Variables

vi



.1

.2

.1
.2
.3
V.1
V.2
V.3

V.4
VIL1
VI.2
VI.3
Vi.4
VL5
VI.6
VI.7
VI.8
VI.9
VI.10
VILT1
VI.12

VI.13

TABLES

Summary of FACES 2006 Data Collection for 3- and 4-Year-Old

Cohorts, By Wave. ... 3
Expected Sample Sizes for FACES Over Time (Oversampling 3-Year-

(@] 1o I @ 1o Y o ) 1S 23
Expected and Actual Sample Sizes .....coueviuniiiiiiiiiiie e 25
FACES 2006 Language Routing Assessment Paths ...........ccccevevniinnennnen. 31
Number of Children by Language Routing Path, FACES 2006 ................ 32
Summary of Data Collection Components, by Wave .........ccccceeuvvneennnnnn. 65
Summary of Team Member Data Collection Roles .........ccevvevniieiiincennnnnn. 68
Number of Staff Certified in Each Role ......c...coviiiiiiiiiiiiiii e, 68
Unweighted and Weighted Response Rates at Program, Center,

Class, and Teacher Levels (Fall 2006)......cciiiiiieieiiiieeieeeeee e 95
Unweighted Completion Rates* at Child Level........cccouevenvieiiiiiininnennnee. 96
Data File DeSCriPtioNS. ..cuiuieiieiieeiieeieeeee e e e e aea e eaeeaeenens 106
FACES 2006 Center/Program-Level Public Use Data File Structure ....... 107
FACES 2006 Classroom/Teacher Public Use Data File Structure........... 108
FACES 2006 Merged Child-Level Public Use Data File Structure ........... 109
Source Codes for FACES 2006 INSTrUMeNtS .......veevuniieennieeeneeeeneeeeennne 112
FACES 2006 Missing Value Codes .......ceuuiiuieiiiiiiiiiiee e 113
FACES Fall 2006 Sample ....ceniieeeee et 119
Fall 2006 Cross-Sectional Weights .......c.ceeniiiiiiiiii e, 122
FACES Spring 2007 Sample ...t 122
Classrooms Eligible and Sampled for Observation........c.c.ccccvvvviennnennn. 123
Spring 2007 Cross-Sectional WeightS......cocuoviiiiiiiiiiiiceciccceveeee e, 124
Year 1 Longitudinal Weights ........coeuiiiiiiiiic e 126
FACES Spring 2008 Sample......iiuiiiiiiiiieieeeeie et e e 126

vii



Tables (continued)

V.14
VI.LT15
VI.16
V.17
VI.18
VI.L19
VI.20
VI.21
VI.22
VI.23
VI.24

VI 1

VII.2

VII.3

Vil.4

VIL.S

VII.6

VII.7

Spring 2008 Cross-Sectional Weights........cccevniiiiiiiiiiiieieeeeeeeeee,
Year 1+2 Longitudinal Weights .......c.cooiiiiiiiiiiii e
FACES Spring 2009 Sample......ccuuiiiiiiiiceicceiceee e
Spring 2009 Cross-Sectional Weights.......cccoevniiiiiiiiiiiiiieieeeeeeee,
Year 1+2+3 Longitudinal Weights .......c.cooiuiiiiiiiiiicecee e
Prekindergarten Cross-Sectional Weights .......c.cooiiiiiiiiiiiiiiiinccceee,
Prekindergarten Longitudinal Weights ........ccooviiiiiiiiiiiiiiii e,
Kindergarten Cross-Sectional Weights. ..o,
Kindergarten Longitudinal Weights ...,
Weighting Guidelines for Teacher- or Classroom-Level Analysis ..........
Weighting Guidelines for Child-Level Analysis .........cccoiiiiiiiiiiniennnnns

FACES 2006 Constructed/Derived Variables—Direct Child
N ] .0 1= 1

FACES 2006 Constructed/Derived Variables—Child Indirect
F N ] 11 = 1

FACES 2006 Constructed/Derived Variables—Child and Family
(@ =1 = Vet €= 15 o ok

FACES 2006 Constructed/Derived Variables—Family Processes and
2= =Y o o o

FACES 2006 Occupation Classifications ........cccceeeiieiiiiiiiiiieiieeieeeeee,

FACES 2006 Constructed/Derived Variables—Head Start Teachers
and Classrooms CharaCteriStiCS .uueuiuriieiinerieireieirereieareienreerrerrereneans

FACES 2006 Constructed/Derived Variables—Head Start Program
(@ =1 = Vot =) 15 o ok

viit



HHSP23320052905YC Mathematica Policy Research

FIGURES
1.1 Conceptual Model for FACES 2006.......ccuoiiiiiiiiiiieeieeeteee e 5
V.1 Structure for Data Collection Staff ......coeoiei e 82

X



HHSP23320052905YC Mathematica Policy Research

. INTRODUCTION

The Head Start Family and Child Experiences Survey (FACES) was first launched in 1997 as a
periodic, longitudinal study of program performance. Successive samples of Head Start children,
their families, and programs provide descriptive information on the characteristics and experiences
of the population served; staff qualifications, credentials, and opinions; Head Start classroom
practices and quality; and child and family outcomes. FACES includes a battery of child assessments
across multiple developmental domains; interviews with children’s parents, teachers, and program
managers; and observations of classroom quality. In 2005, the Administration for Children and
Families (ACF) funded Mathematica Policy Research (Mathematica) and its partners—Educational
Testing Service, Juarez and Associates, and General Support Services—to design and conduct
FACES 20006.

This manual provides detailed information about the FACES 2006 study design, execution, and
data to inform and assist researchers who may be interested in using the data for future analyses.
Chapter I contains background information about the study and describes features of the FACES
2006 study and study design that differ from previous cohorts. Chapter II describes the FACES
2006 sample design and includes information on the expected and actual numbers of study
participants. Chapter III then provides an overview of the data collection instruments, including the
child assessments, classroom observations, teachers’ child ratings, and the parent, teacher, and Head
Start staff interviews. Field staff training, data collection procedures, and quality control visits are
described in Chapter IV. Data preparation and the structure of FACES 2006 data files are discussed
in Chapters V and VI, including data entry, frequency review, data edits, and data file creations.
Information on sampling weights and instructions for using the data file are also provided in the

latter chapter. Finally, a description of the child assessment scores and composite and derived
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variables available is provided in Chapter VII, including reliability information on scores and scales
from FACES 2006.

In addition to the manual, the following appendices are provided:

e Appendix A - Copyright statements

e Appendix B — Instrument Content Matrices

e Appendix C — Questionnaires

e Appendix D - Center/Program Codebook

e Appendix E - Classroom/Teacher Codebook

e Appendix F - Child Codebook

e Appendix G - Description of Constructed/Detived Variables

A. FACES 2006 Study Design

FACES has been, first and foremost, a performance measurement tool for the Head Start
program at the national level. In accordance with the Government Performance and Results Act
(GPRA) of 1993 (Pub. L. 103-62) and the 1994 reauthorization of Head Start (Head Start Act, as
amended, May 18, 1994, Section 649(d)), the FACES study collects data on successive nationally
representative samples of Head Start programs and classrooms and of children and families served
by Head Start. FACES also seeks to examine the developmental progress of children and their
families during and following Head Start participation. Interviews, observations, and assessments
carried out on a recurring basis provide the means for assessing how the program is performing,
both currently and over time, in response to changing demographics and policy mandates.

FACES 2006 is the fourth in a series of national cohort studies; previous cohorts were initiated
in 1997, 2000, and 2003. The FACES child sample was selected to represent 3-, 4-, and 5-year-olds
as they entered their first year of the program. The study includes five rounds of data collection—
fall and spring of children’s first Head Start year, fall and spring of the second Head Start year for
children who were 3 years old at the time the sample was selected, and spring of the children’s

kindergarten year (See Table I.1). A total of 4,051 children and their families were initially selected to
2
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participate in FACES 2006 from about 350 classrooms in 60 Head Start programs. About 3,500 of

these children and their families actually participated in FACES 2006.

Table I.1. Summary of FACES 2006 Data Collection for 3- and 4-Year-Old Cohorts, by Wave

Cohort Fall 2006 Spring 2007 Spring 2008 Spring 2009
3-Year-Old Cohort X X X X
4-Year-Old Cohort X X X

B. Use of FACES Data

For nearly a decade, the Office of Head Start, ACF, other federal agencies, local programs, and
the public have depended on FACES for valid and reliable national information on (1) the skills and
abilities of Head Start children, (2) how Head Start children’s skills and abilities compare with
preschool children nationally, (3) Head Start children’s readiness for and subsequent performance in
kindergarten, and (4) the characteristics of the children’s home and classroom environments.
FACES data have also been useful in responding to additional program requirements. For example,
the data and experiences from FACES assisted the 1999 Advisory Committee on Head Start
Research and Evaluation as it deliberated the design of the congressionally mandated National Head
Start Impact Study (NHSIS). More recently, data from FACES 2006 and the Program Information
Report (PIR) have been analyzed to assist ACF on sampling techniques for selecting classrooms or
centers for implementation of the Classroom Assessment Scoring System (CLASS) for program
monitoring purposes. The CLASS pilot and feasibility study conducted in FACES 2006 also will be
used to inform decisions about the procedures required to train, certify, and maintain field reliability
for classroom observers using the CLASS. FACES data are being used to answer questions about
the population of dual language learners attending Head Start and are a major data source for a
congressionally mandated report on these children. In addition, data from FACES have been widely
disseminated within the Head Start community to assist with efforts toward continuous program

improvement and to guide training and technical assistance efforts.
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C. Conceptual Model and Framework for FACES 2006

The conceptual framework for FACES 2006 illustrates the complex interrelationships that help
shape the developmental trajectories of children in Head Start (see Figure 1.1). The child’s place is
primary and constitutes the central core of the relationships depicted; fostering his or her progress
toward school readiness, broadly construed, is Head Start’s ultimate goal. The family context—
health, economic, and educational resources as well as cultural factors—forms the first ring of
influences surrounding the child. Membership in the Head Start community is reflected in the child’s
classroom and teachers and in the wider Head Start program, all of which influence the quality of
the early childhood learning experience. Factors affecting the child’s development and well-being
also include teacher credentials, classroom quality, and program management. Finally, community,
state, and national policy decisions, depicted in the outer ring, also affect the life of a Head Start
child. These multidimensional contexts guide all aspects of the FACES study, from the selection of
measures to the multilevel analyses that are needed to fully address the program and policy issues in

today’s Head Start program.
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Figure I.1. Conceptual Model for FACES 2006

Community, State, and National
Services and Resources
Benchmarks/Indicators
Public Policy
Community, State, & National | Community and Neighborhood
Head Start Program P| Head Start Program Child Growth and Development
Population Served Physical Health
Primary Curriculum Physical Activity
Head Start Teacher Salaries P Nutrition
Classroom & Teachers Management Climate Physical Growth
Gross and Fine Motor Skills
Cognition
Parentand Family Language/Communication
\ 4 Social- emotional
Head Start Classroom Approaches to Learning
Child .| andTeachers —P
Pl Global Quality A
Teacher Sensitivity
Instructional Practice
E Teacher Experience and A/
Education S
—— o | Teacher Attitudes, (S::;]ISOT
» Knowledge and Beliefs Readiness
Y A
Child Characteristics
Health
Gender A 4
Race/Ethnicity Parentand Family Characteristics
Disability Status p| Physical, Mental, Nutritional Health
Personal Resources and Competencies
(Education, Employment, Literacy)
Marital or Partner Relationship
o | Childrearing Behavior and Attitudes
”l Home Environment and Teaching
Family Processes/Organization
Child Care Arrangements and Resources
Primary Language and Ethnicity

The Head Start experience is designed to promote immediate short-term and long-term goals
for children and families. For children, the experience includes preschool education, health
screenings and examinations, nutritionally adequate meals, and opportunities to develop social-
emotional skills that support school readiness. For parents, the experience involves opportunities to
participate in policy and program decisions. The program provides parents with chances to
participate in the classroom and strives to encourage their active involvement in the education and
development of their children. Head Start seeks to promote adult literacy and further parent
education, where needed and appropriate, and to provide opportunities for careers and training in
early childhood education. The program also seeks to promote family self-sufficiency through
provision of case management, assessment, referral, and crisis-intervention services. Head Start acts

as an advocate for necessary family-focused social services through interagency coordination and
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agreements. Measurement of these child and family goals, both during the program years and
through followup at the end of kindergarten, allows fuller understanding of how well Head Start

prepares children and their parents for participation in school.

D. Research Questions

The FACES study is designed to enable researchers to answer a wide range of questions that are
crucial for aiding program managers and policymakers. The data from FACES 2009 may be used to
(1) describe key characteristics of newly entering children and families served by Head Start,
including demographic characteristics and children’s developmental progress; (2) describe Head Start
programs, teachers, and classrooms serving children; and (3) explore associations among classroom,
teacher, and program characteristics and a variety of child and family outcomes. The study also
supports research questions related to subgroups of interest, such as children with disabilities and
dual language learners (DLL), and policy issues that emerge during the study. The study addresses
changes in children’s outcomes and experiences and in the characteristics of Head Start classrooms
over time and across cohorts. This section presents the types of questions the FACES 2006 study

aims to address.

1. Describing the Population Served

e What are the characteristics of children and families served by Head Start? How do they
compare with the characteristics of earlier FACES cohorts?

e What school readiness skills do children demonstrate when they enter Head Start? How
do Head Start children compare with children of similar ages in the general population?
How do children’s developmental outcomes compare with those of earlier cohorts?

e What developmental gains do children make during Head Start and beyond? How do
these gains compare with national and publisher norms?

e What are the characteristics of children who make more or less developmental progress
than average during the Head Start year?

e Do the gains achieved by Head Start children predict their performance at the end of the
kindergarten year? Do larger gains (or greater declines in problem behavior) translate
into higher achievement at the end of kindergarten?

e What factors relate to children’s performance at the end of the kindergarten year?

6
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e What proportion of children has identified disabilities? What are the types of disabilities,
and have the types changed across cohorts? To what extent do Head Start parents
increase their home learning activities following their experiences in the program? Have
changes in home learning activities during Head Start increased, decreased, or remained
the same? Have parents improved health and nutritional practices in the home?

2. Describing Head Start and Program Services

e To what extent do Head Start parents make progress toward financial self-sufficiency
and fulfillment of personal goals regarding education and employment? Has the amount
of progress changed over time?

e What is the quality of Head Start classrooms as early learning environments, including
the level and range of teaching and interactions, provisions for learning, emotional
support, instructional support, and classroom organization? How has quality changed
over time?

e How much variation exists in the quality of different Head Start programs, centers, and
classrooms? What factors account for this variation?

e What specific curricular approaches are being used in Head Start classrooms?

e What are the characteristics and qualifications of Head Start teachers, and how do these
characteristics compare with those of earlier FACES cohorts? (For example, are average
teacher education levels rising in Head Start?)

e What are the experiences of families and children in Head Start? How have they
changed? How do they vary according to programs’ philosophies, strategies, and
approaches to family involvement and support?

e What is the relationship between program management (for example, support for
teacher training and the use of a specific early childhood curriculum) and classroom

quality?
3. Relating Program Services to Child and Family Outcomes

e What is the relationship between classroom quality and children’s outcomes and
developmental gains?

e Do variations in the quality of Head Start programs correlate with variations in the
amount of change shown by children in their academic, social, and emotional
competencies?

e Do programs that employ certain types of curricula show greater gains than others?

e Do the quantity and quality of classroom instruction in early literacy relate to children’s
gains in language and early literacy skills during the Head Start year?

e Do the quantity and quality of classroom instruction in early mathematics relate to
children’s gains in early mathematics skills during the Head Start year?
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e Do programs that employ high proportions of teachers with bachelor’s degrees or
associate’s degrees show greater gains in child cognitive and positive behavioral
development than programs with lower teacher education levels?

e What are the relationships among program management, classroom quality, and parent
outcomes? Do variations in the quality of Head Start programs correlate with variations
in the amount of change exhibited by parents in their parenting behaviors, engagement
in healthy practices at home, provision of home learning experiences, and attitudes
toward or fulfillment of personal goals for education and employment?

E. What’s New in FACES 2006

The study instruments and procedures for FACES 2006 have changed somewhat from those
used in the 2003 cohort of FACES. These changes, particularly those related to measures of key
constructs, have been carefully considered in order to balance the need to support comparisons to
previous FACES cohorts with the need to update the measurement battery and to address emerging
policy issues. The modifications primarily involve retaining a larger 3-year-old cohort, changes in
measures used, and changes in the process of data collection. The following sections summarize the
differences between the study instruments and procedures for FACES 2006 and those used in the
prior (2003) cohort. Chapter III provides additional details on the measures included in the FACES

battery.

1. Larger 3-Year-Old Sample

The sample of 3-year-olds in FACES 2006 was larger than in prior FACES cohorts. The initial
sample size for the 3-year-olds was increased so that the numbers of children who were sampled as
3- and 4-year-olds are comparable at the end of the study (that is, in spring of the kindergarten year).
By oversampling 3-year-olds, FACES 2006 compensated for the attrition that occurs in the extra
year of followup for this cohort. Otherwise, the sample sizes of participating programs, classrooms,

and children in FACES 2006 were comparable to those used in FACES 2003.
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2. Measures Changes

For FACES 20006, we carefully balanced the need for consistent measurement of outcomes,
while allowing for improvements in instrumentation and techniques. In some instances, new
versions of instruments replaced older ones. For example, the Woodcock-Johnson Psycho-
Educational Battery, Tests of Achievement — Third Edition (W-] III) replaced the Woodcock-
Johnson Psycho-Educational Battery, Tests of Achievement — Revised (W-J-R), and the Peabody
Picture Vocabulary Test — Fourth Edition (PPVT-4) replaced the Peabody Picture Vocabulary
Test — Third Edition (PPVT-III). In other instances, measures were dropped because they did not
demonstrate relations with outcomes in previous cohorts, overlapped with items from another
instrument, were too time-consuming, or were no longer of major policy interest. For instance, the
McCarthy Draw-a-Design task was dropped because visual-spatial items from the W-J III spelling
task are sufficient to report on fine motor skills. The Pearlin Mastery Scale and the Kaufman
Functional Academic Skills Test (K-FAST) were also dropped because neither has yielded strong
correlations with children’s outcomes and they are somewhat time-consuming.

Measures in FACES 2006 also were updated in an effort to obtain more comprehensive
information on children and their environments. For example, subtests from the Leiter Examiner
Rating Scales were substituted for the previous FACES assessor ratings of the child’s behavior
during the assessment in order to obtain a more comprehensive picture of the child’s attention, self-
regulation, and cooperation. The Instructional Support subscale of the Classroom Assessment
Scoring System (CLASS) was added to measure instructional climate. Measures also were updated to
support comparisons with the Head Start Impact Study, and were informed by the protocols
developed for the Early Childhood Longitudinal Study — Birth Cohort (ECLS-B) preschool wave,
the Early Childhood Longitudinal Study — Kindergarten Cohort (ECLS-K), and other National

Center for Education Statistics school surveys.
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3. Additional Information Gathered on Children

In an effort to address two major policy areas, children’s mathematics skills and childhood
obesity, FACES 2006 added items to gather additional information on children. In addition to the
W-J III Applied Problems subtest, items from the ECLS—B mathematics assessment were added to
enhance the measurement of skills beyond number and operations to include geometry, patterns,
and measurement.

Direct measurement of children’s height and weight were added. Questions about the
availability of outdoor play areas, time spent outdoors and in sedentary activities, presence of
television in children’s bedrooms, and consumption of sweetened beverages and unhealthy snacks
also were added to the parent interview, as a means of measuring nutritional and activity practices in
the home. FACES 2006 also added questions to the teacher interview dealing with outdoor play and

consumption of sweetened beverages, again to consider child nutrition and activity levels.

4. Use of Computer-Assisted Technology

FACES 2006 used computer-assisted interviewing techniques (CATI) to conduct the child
assessments, the parent interviews, and the Head Start teacher interviews. In addition, it offered
Head Start teachers the option of completing the teacher-child ratings on the web or on paper. It
also offered kindergarten teachers similar options for completing interviews and teacher-child
ratings. For the direct child assessments, computer-assisted personal interviewing (CAPI) was used
to facilitate the movement from one assessment to the other without the assessors having to
calculate stopping or starting points, ensuring that all basal and ceiling rules were followed. These
technological enhancements to FACES lessened the burden on respondents and improved the

efficiency of data collection.

10
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Il. SAMPLE AND SAMPLING DESIGN

To address a broad set of research questions and support the range of analytic approaches to be
used with the FACES data, we referenced sample designs of earlier FACES cohorts. These designs
produced a nationally representative probability sample of Head Start classrooms and teachers,
children new to Head Start, and the children’s parents or guardians. In fact, FACES 2006 followed
the same basic sample design used in earlier rounds, except for a larger sample of the 3-year-old
cohort. The resulting sample was sufficiently large to produce overall and subgroup estimates with
the desired statistical precision (see later discussion on statistical power).

The target population of the study at baseline was 3- and 4-year-old children enrolled in Head
Start for the first time in fall 2006 and their families and teachers. It did not include those who were
part of the fall 2006 Head Start population who were beginning their second year. Virtually all 3-
year-olds were considered to be new to Head Start. Participation in the previous school year in the
Early Head Start program, which provided services to those under age 3, did not count as previous
Head Start participants for purposes of this study.

All FACES studies follow sampled children through their kindergarten year,' with data collected
at several time points. If a child leaves Head Start at any time before the spring prior to kindergarten,
he is no longer considered part of the study population from that data collection point forward. The
study is designed to follow children from their first (and possibly only) year of Head Start through

kindergarten. Given the loss of sample cases that occurs over time because of children leaving the

I Children may or may not be enrolled in kindergarten during their FACES “kindergarten year,” which is
determined by birth date and age cutoffs for kindergarten enrollment in their school district. In this report, “3-year-old”
includes some 4-year-olds who are too young for kindergarten during the following school year, given the child’s
birthday and local age cutoff. Similarly, “4-year-old” includes some 5-year-olds who are too young for kindergarten
during the current school year, given the child’s birthday and local age cutoff, and some 3-year-olds who were old
enough to begin kindergarten during the next school year.

11
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program between baseline and kindergarten, the initial sample size accounts for such loss to ensure a
sufficient sample size of each cohort at the final time point. FACES 2006 attempted to retain in the
sample all families of children who remained in Head Start through the year before kindergarten but

did not follow those who left Head Start before that time.?

A. Sampling Approach

To achieve the goals of an efficient, representative national sample of sufficient size to detect
policy-relevant differences, FACES 2006 used a four-stage sample design: (1) Head Start programs,
defined as grantees or delegate agencies providing direct services; (2) centers within programs;
(3) classrooms within centers; and (4) children within classrooms.

To minimize the effects of unequal weighting on the variance of estimates, FACES used a
design that involved sampling with probability proportional to size (PPS) in the first three stages
(program, center, and classroom) followed by sampling with equal probability within class at the
final stage (children), with the goal of giving each child an approximately equal chance of selection in
the sample within the age cohort. Sixty programs were selected, two centers per program, and up to
three classrooms per center, for a total of about 415 classrooms. Within each selected classroom,
enough children in the sample were released to obtain 10 children with parental consent per
classroom, for a total of about 3,817 children across all programs in fall 2006. These numbers were
higher than those in prior rounds of FACES because of the decision to oversample the 3-year-old
cohort in FACES 2006.

To exercise some control over the representativeness of the sample, FACES used explicit and

implicit stratification at each stage of selection as appropriate. Explicit stratification involves the

2 To be eligible for data collection in FACES during the year(s) before kindergarten, a child had to be currently
enrolled in the Head Start program. To be eligible for data collection in FACES during the kindergarten year, a child
must have completed the previous school year in the Head Start program.

12
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formation of strata (mutually exclusive groups within the sampling frame based on specified
characteristics) from which separate samples are selected. Implicit stratification involves sorting the
frame by specified characteristics within strata before sampling. By selecting the sample within
explicit strata, we can be sure that the sample resembles the frame in terms of stratification variables.
Stratification can also be used to oversample certain subgroups, such as 3-year-olds; however, we did
not oversample any other subgroups.

At each stage of sampling, FACES used a sequential sampling technique based on a procedure
developed by Chromy (1979).” The procedure offers all the advantages of the systematic sampling
approach (selecting every n” case after a random start) but eliminates the risk of bias. The Chromy

procedure allowed for PPS sampling and explicit and implicit stratification.

1. Sampling Head Start Programs

The sampling frame for programs was based on the final Head Start Program Information
Report (PIR) database for the 20042005 program year (the most current PIR available at the time
of sampling for FACES 20006). The sampling unit for the first stage was at the PIR reporting level—
that is, the grantee or delegate agency (or what we refer to as the “program”) and included about
2,700 programs. The sampling frame included all Head Start programs in the 50 states and the
District of Columbia that met the study’s eligibility criteria. The following programs were considered

ineligible for the study:

e Programs in Puerto Rico and other U.S. territories.

e Programs under the American Indian/Alaskan Native program and Migrant/Seasonal
Worker program.

3 The procedure makes independent selections within each of the sampling intervals while controlling the selection
opportunities for units crossing interval boundaries.

13
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e Programs that did not provide direct services to children in the target age group such as
Early Head Start programs and grantees that provided only administrative services to
their delegate agencies.

e Defunded or entire programs temporarily out of operation.

Programs meeting these criteria were excluded from the frame before sampling. Programs
involved in other ongoing Head Start studies were not excluded from the sampling process for
FACES 2006 although they sometimes were excluded from past studies. The Office of Head Start
provided information about any defunded (or soon-to-be defunded) programs before sampling, and
then were deleted from the sample frame. Thirteen programs affected by Hurricanes Katrina and
Rita in August 2005 were unable to provide information for the 2004—2005 PIR data and thus were
not eligible for sample selection.

In winter 2006, 60 programs were selected from the PIR frame with PPS, using as the size
measure an estimate of the number of zewly enrolled 3- to 5-year-old children in a program.*’ Three
large programs that would have had a probability of selection of close to one were selected with

certainty. Explicit sampling strata included program characteristics such as census region, urbanicity

4 The PIR does not provide figures on the number of newly enrolled children for specific ages, but it does provide
the number of all enrolled children returning for a second year. Applying the percentage of new children to the total
number of 3-, 4-, and 5-year-olds gives us a reasonable estimate of the number of newly enrolled children in this age
range:

Estimated new 3- to 5-year-olds = (17(enrolled children returning for 2nd year /total enrolled children))(total 3-to 5-year-o|ds)-

5 We originally proposed to group a smaller program (one with relatively few children served and therefore unlikely
to yield on its own enough newly enrolled children—about 60) with another program before sampling and treat it a
sampling unit, but later decided not to do so for logistical and budget reasons. Even though we could have grouped
some of the rural programs by using geographic mapping software, we would have had to group the programs manually
in urban areas. Furthermore, if such a program group were selected, the budget implications would have been substantial
because both programs would end up as data collection units. Recognizing that smaller programs would have a small
chance of being selected in the first place, we decided to leave them as individual sampling units. We made up for the
shortage of children caused by selecting smaller programs by selecting more children in larger programs. Note that any
grouped sampling units at any stage would not remain grouped for analytical purposes—only for sampling and weighting
purposes.

14
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(metropolitan statistical area or not), and percentage of racial/ethnic minority enrollment.® Any
resulting stratum with fewer than 40 programs was collapsed with another stratum with similar
characteristics to form a new stratum, resulting in 13 explicit sampling strata. The implicit strata
were the program’s status as a public school district grantee, the percentage of children in the
program whose primary language at home was not English (categorized), and the percentage of
children with disabilities. Explicit stratification makes it necessary to decide how to allocate the
sample across strata. Given the PPS sampling in the first three rounds, the optimal way to allocate
the sample from a variance perspective is proportional to the fraction of new children represented
by the programs in each stratum.

To allow that a selected program might later be ineligible or refuse to participate, twice the
number of programs needed within each stratum was initially selected. Sequential pairs of selected
programs were then formed, as sorted by the Chromy procedure, so that adjacent programs were
within the same explicit stratum and likely to be similar in terms of the implicit stratification
variables. With equal probability,” one program within each pair for the initial sample release was
then selected for release. The other program in the pair was available as a replacement for the
released program, if needed. Whenever the second program in the pair was released, both programs
were treated as released into the sample for purposes of calculating weights and response rates. Four

such replacement programs were used in FACES 2006. This method differed from that used in

¢ The 2004-2005 PIR had a new way of asking about Hispanic ethnicity and race for children enrolled in Head
Start programs. In earlier years, the PIR asked about ethnicity and race in the same question, with Hispanic listed as one
of the racial categories. The responses implicitly represented the counts of other races for non—Hispanic children only.
In earlier rounds of FACES, the minority stratification variable was (1) 50 percent or more black or Hispanic or (2) less
than 50 percent black or Hispanic. For 2006, we did not know how many of the children in the various racial categories
include Hispanics. To avoid double counting an unknown number of Hispanics who were black, we created a new
minority stratification variable: (1) 40 percent or more Hispanic or 40 percent or more black or (2) less than 40 percent
Hispanic and less than 40 percent black. This stratification variable divided the programs in the frame roughly in half.

7 For pairs of certainty selections, we chose the one to release with PPS.
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earlier rounds of FACES and offered the advantage of an uncomplicated way of replacing a
nonparticipating program with a similar program while maintaining the ability to quantify the
probability of selection. In earlier FACES cohorts, the percentage of programs that would
participate was estimated a priori, with the number of programs to be selected based on that
estimated percentage; however, that method may have resulted in too few or too many participating

programs, which, at the first stage of selection, had significant budgetary and analytic implications.

2. Sampling Centers

Within each participating program, two centers were randomly selected.” In spring 2006, each
program in the sample was asked to provide (1) a list of its centers along with the number of newly
enrolled (first year of Head Start) children ages 3—5 expected in the fall and (2) other information
needed for sampling (such as the stratification variables listed below). Any centers not providing
direct services to newly enrolled children, as well as those considered to be “partnerships,” were
deemed ineligible from the sampling frame because they differed from the Head Start programs
studied here. To ensure a sufficient sample yield, centers with few newly enrolled children (those
unlikely to yield 10 enrolled participants) were geographically grouped with other centers in the same
program.’

Very large centers were selected with certainty and others with PPS (based on expected
numbers of newly enrolled children). No explicit stratification was used at this stage; however, the
frame was stratified implicitly (sorted) by percentage of English-language learners. Past FACES

experiences suggested that participation among the selected centers was likely to be fairly high. Our

8 For one program that had few eligible children in its centers and classrooms, we selected all of its centers, most of
which were ineligible because they had no eligible children.

° The term “center” refers to individual centers and center groups formed for sampling purposes.
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targeted yield was between 110 and 120 participating centers, depending on the number of programs

with only one center. Our resulting sample had 134 eligible centers out of 140 centers selected.

3. Sampling Classrooms/Teachers

Selected centers were asked to provide information necessary for selecting the next stage of the
sample: classrooms or home visitor caseloads. Within participating centers with three or fewer
classrooms, all classrooms were included; for all other participating centers, the study selected a PPS
sample of three classrooms, implicitly stratifying by full day versus part day; very large classrooms
were selected with certainty. In late summer 20006, each center in the sample was asked to provide a
list of its classrooms and home visitors and the number of new-to-Head Start children enrolled in
those classrooms or served by home visitors. Classrooms not expected to have any newly enrolled
children were excluded as ineligible. Classrooms with very few newly enrolled children were grouped
with other classrooms in the same center for sampling purposes to ensure a sufficient sample yield
(about 10 newly enrolled children)."” FACES combined the smallest classroom needing grouping
with the largest classroom in the center, and then grouped the next smallest with the next largest,
etc., until all necessary groupings were completed. Most classes were mixed-age, so rather than
oversampling classrooms with only 3-year-olds, which was our original plan, we used PPS sampling
to oversample those classrooms with more 3 year olds, using the number of 3-year-olds in a
classroom as the measure-of-size. All or nearly all classrooms selected within participating centers
were expected to participate. The study’s targeted yield was 300 to 350 participating classrooms in

the sample, depending on the number of centers with fewer than three classrooms. It is important to

10°As we explain below, the term “classtroom” refers to both individual classrooms and classroom groups formed
for sampling purposes. We also use the term “classroom” to refer to home visitors associated with centers. While a
classroom group would be a single sampling unit, the individual classrooms in the group would be separate data
collection and analytic units.

17
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note that the lead teacher associated with the selected classroom was, by definition, included in the
sample as well. Our resulting sample had 410 eligible classes out of 415 classes (285 class groups)
selected. This was more than expected due to higher-than-expected grouping of smaller classes
before sampling.

To ensure a complete picture of the Head Start program, services provided through a home
visitor (to an individual home or a family day care setting) were included. Each home visitor was
treated as a separate classroom for sampling purposes and was attached to the center that children
attend for socialization and their families go to for other services. For analytic purposes, home
visitors were treated in the same way as classrooms, not centers—an approach that appeared
consistent with earlier rounds of FACES. However, the FACES 2006 did not over- or undersample
home visitors compared with center-based classrooms nor explicitly stratify by center- versus home-
based classrooms. Because their numbers were so few compared with center-based classrooms
(about five percent of total enrollment), the data collection of children served by home visitors did

not undergo separate analysis.

4. Sampling Children and Parents

The selected centers and their teachers were asked to provide information for the last stage of
sampling, which involved selecting newly enrolled children and their parent or guardian (primary
caregiver). Previous FACES experience made clear that some children do not participate for a
variety of reasons (for example, child absent for extended period, parent refusal, and child no longer
in program) and thus a larger initial sample of children were selected for FACES 2006. The sample
was randomly released as needed to achieve the desired number of participating children. About two
to three weeks prior to a field visit to a selected center, classroom rosters, with one record for each
child, were obtained. In addition to the teacher/classroom indicator, each record included the child’s

name, date of birth (or age as of a specific date in fall 20006), English-language learner indicator (we
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used “English-language learner” as an implicit stratification variable), and an indicator as to whether
or not the child was new to Head Start.

Treating each selected classroom (or classroom group) as a sampling stratum, 20 newly enrolled
children per stratum were initially selected with equal probability within age group, oversampling the
3-year-olds only if necessary to reach the targeted number of selections within the center group (56
percent of the selected children). Half of the selected sample of children was released initially, and
the remaining 10 sampled children were randomly ordered and released as needed to replace
nonparticipating children." While different from the method used in eatlier FACES, this approach
allowed for a more finely tuned sample management; that is, it allowed the study to achieve targeted
sample sizes with more certainty while still being able to quantify the probability of selection.

Concurrent with and independent of the attempts to gain parental consent, a stratified
subsample of 10 children was selected (using the same stratification variables used for selecting the
20 children). These children served as the main releases and were numbered one through 10. The
other 10 replacement child cases were randomly ordered and then assigned numbers 11-20
(disregarding consent status). This second set of children were treated as random replicate (reserve)
samples of size 1.

After using the above method to select children in the first dozen programs during the first
three weeks of the field period, we observed that our sample yield was falling short. Many programs
had fewer than three classroom groups per center group and/or fewer than 10 children per
classroom group. We responded by releasing the entire replacement sample in programs that were

falling short and, in for some, released all of the children in the selected classrooms—even those

11 Unlike sampling at the program level, this is not a pair-wise replacement method. It is based on a randomly
ordered list of replacements to be used sequentially as needed.
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who were not part of the initial sample of 20. The release of the replacement cases proved to be
difficult to manage given the structure of our electronic monitoring. For example, the system was
not set up to allow for more than 10 children to be released and consented within each classroom,
and it was not initially set up to deal with classroom groups. As we worked through the best way to
adapt the methodology, the eight programs being fielded during the fourth week were worked in the
same manner as the first dozen.

For the last 40 programs, there were no “main” and “replacement” samples—just one stage of
sampling. We first determined the total number of eligible children across all selected classroom
groups, in each of the two center groups in the 40 programs. If there were 80 or fewer children, we
selected all the children. If there were 40 or fewer children in one of the two center groups, we
selected all children in that center group and selected the balance needed from the other group.
Allocation of the sample across the classroom groups and within age cohort used a formula that was
designed to obtain the desired percentage of 3-year-olds, given the number available in the both
selected center groups.

Head Start staff attempted to gain parental consent during the routine intake visit. If the parents
of any of the selected children did not consent at that time, team members followed up to obtain a
signed consent form during the onsite data collection week. Earlier rounds of FACES experienced
parental consent rates of close to 90 percent. (The consent form indicates that the child wight be
selected to be part of the study.)

Under the original sampling scenario, about a week before the first day of the field visit, any
children lacking parental consent were excluded from the main sample. The excluded children were
replaced, one-for-one and in the order of assigned numbers, with those from the replacement
sample with signed consent forms. On the first day of the field visit, the survey director excluded

from the sample any children no longer in the sampled classroom and replaced them with children
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from the reserve sample. Sampled children randomly selected for release (that is, part of the
subsample to be worked on in the field) but were still in the classroom and had parental consent,
formed the baseline sample.”” Children selected but excluded from the sample (because of
ineligibility, lack of parental consent, or other reasons) were considered sample releases for purposes
of weighting and response rates. It was anticipated that, on average, about 11 or 12 children per
classroom would be released to attain the targeted 10 participating children.

As with eatlier rounds of FACES, if more than one child from the same family was selected for
the sample by chance, both were included and assessed. The parent was interviewed separately about
each selected child and common data were merged to each child’s record. Eatlier rounds of FACES
included a second-child interview that consisted only of questions whose responses could be unique
to each child. The computer-assisted personal interview (CAPI) instrument used in FACES 2006
was designed so that a family with more than one child in the sample was propetly guided through

the questions.

B. Attrition and Participation

All completion rates (that is, expected retention and cooperation rates) assumed for FACES
2006 were based on experiences from earlier rounds. As with earlier rounds, FACES 2006 did ot
follow children leaving the Head Start program before their kindergarten year.”” Mathematica
estimated that children leaving Head Start would account for about a 15 percent sample loss

between fall 2006 and spring 2007 and then 20 percent between spring 2007 and spring 2008 (for

12.On the first day of the field visit, the team leader added any children for whom we had subsequently gained
parental consent to the sample, perhaps making the total number of completed cases in a given classtoom greater than
10. Children who joined the class after the roster was sent were not eligible for inclusion in the sample.

13 As stated earlier, to be eligible for data collection in FACES during the year(s) before kindergarten, a child must
remain enrolled in the Head Start program. To be eligible for data collection in FACES during the kindergarten year, a
child must complete the previous school year in the Head Start program.
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the 3-year-old cohort). Table II.1 shows in detail the expected sample sizes at the child level at each
data collection point throughout the study. Of the 4,051 newly enrolled children initially sampled
(with the 3-year-old cohort oversampled), we expected 3,646 (90 percent) to receive parental
consent and 3,464 (95 percent) of these children and their primary caregivers to participate in the
initial data collection in fall 2006. When designing the sample, Mathematica expected to have data
on about 1,100 children for each of the two age cohorts in spring of the kindergarten year, the last
year of data collection.

After accounting for initial consent and attrition for those who leave Head Start (and are no
longer part of the study population), participation rates for both children and their caregivers were
expected to decrease slightly during the Head Start data collection periods. As can be seen in Table
IL.1, of the initial sample of 3,646 children with parental consent, 2,204 of the children (or 60
percent) and 2,341 of the caregivers (or 64 percent) were expected to be retained through the
kindergarten year.'* See the section on response rates in Chapter IV, Section E for the sample sizes

actually obtained.

14 Using the 4,051 initially selected sample of children as the base rather than the children with parental consent, we
expect 54 percent of the children and 58 percent of the caregivers to participate through the kindergarten year.
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Table Il.1. Expected Sample Sizes for FACES Over Time (Oversampling 3-Year-Old Cohort)

Mathematica Policy Research

Selection
Percentage
Fall 2006 |Spring 2007 | Spring 2008 | Spring 2009 Total of Eligible

3-year-olds selected (about 45% of new enrollees) 2,250

Parents consenting 90%

Children not leaving Head Start since last wave 100% 85% 80% N/A

Child response rate 95% 93% 93% 80%

Parent response rate 95% 90% 85% 85%

Teacher response rate 90% 98% 98% 70%

Eligible children and parents 2,025 1,721 1,377 1,377 6,500

Completed child assessments 1,924 1,601 1,281 1,102 5,907 90.9%

Completed parent interviews 1,924 1,549 1,170 1,170 5,814 89.4%

Completed teacher ratings 1,823 1,687 1,349 964 5,823 89.6%
4-year-olds selected (about 55% of new enrollees) 1,801

Parents consenting 90%

Children not leaving Head Start since last wave 100% 85% N/A

Child response rate 95% 93% 80%

Parent response rate 95% 90% 85%

Teacher response rate 90% 98% 70%

Eligible children and parents 1,621 1,378 1,378 4,376

Completed child assessments 1,540 1,281 1,102 3,923 89.6%

Completed parent interviews 1,540 1,240 1,171 3,950 90.3%

Completed teacher ratings 1,459 1,350 964 3,773 86.2%
3- and 4-year-olds selected 4,051

Eligible children and parents 3,646 3,099 2,755 1,377 10,877

Completed child assessments 3,464 2,882 2,383 1,102 9,830 90.4%

Completed parent interviews 3,464 2,789 2,342 1,170 9,765 89.8%

Completed teacher ratings 3,281 3,037 2,314 964 9,596 88.2%

Child assessments per program 58 48 40 18

Head Start year
Kindergarten year
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In addition to observations at the child level (assessments, parent interviews, and teacher
ratings), observations were also made at the classroom (classroom observations and teacher
interviews), center (center director interview), or program levels (program director and educational
coordinator interviews). We expected (and achieved) nearly 100 percent cooperation from the center
and program directors and the educational coordinators (resulting in 110 to 120 completed center
director interviews and 60 interviews of the program directors and educational coordinators). It was
expected that about 97 percent of the 350 classrooms would have undergone observation (we
achieved 100 percent among eligible and randomly subsampled classtooms) and that a high
percentage of those classroom teachers would complete the teacher interview. Table I1.2 depicts the
expected and actual sample sizes at baseline and at kindergarten followup for FACES 2006 at the

various stages of sampling. For more detail, see the section on response rates.

Table I11.2. Expected and Actual Sample Sizes

Expected Actual
Eligible and participating programs 60 60
Centers selected and participating (up to 2 per program) 110-120 135/121*
Classrooms selected and participating (up to 3 per center) 330-360 410 / 284*
Children with parental consent (90%) 3,646 3,315
Assessed children in fall 2006 (95%) 3,464 3,182
Assessed children in kindergarten year (spring 2008 or 2009) 2,200 1,848

Note: In each stage, the sampling unit (program, center, class) may also refer to grouped sampling units
(program groups, center groups, class groups).

*Second number refers to number of center groups or classroom groups, which refer to the sampling
units—each of which can comprise more than one center or classroom.

C. Power

Given the various assumptions about the sample design described above and its impact on the
variance of estimates, including rates of consent, response, and attrition, as well as design effects, the
sample size should have been sufficiently large to detect meaningful differences for various types of
analyses. Suppose we look at a standardized child-level measure (mean of 100, standard deviation of
15), with 80 percent power (and Type I error rate of 0.05) and various sample and subgroup sizes

and different assumptions about the impact of clustering on the variance. Assuming estimates
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involving both age cohorts, the design effect due to unequal weighting was estimated to be about
1.045. For various point-in-time estimates, we can detect differences of about 4.2 scale points if we
assume an intraclass correlation coefficient of .20 and differences of about 2.5 points if we assume a
coefficient of .04. Thus, the FACES 2006 sample size was assumed large enough to detect
meaningful differences for various types of analyses. Because we came in close to our targeted

sample size, this assumed level of power was presumably achieved.
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I1l. DATA COLLECTION INSTRUMENTS

To describe the characteristics, experiences, and outcomes for children and families served by
Head Start, FACES 2006 included a battery of child assessments with measures spanning multiple
developmental domains; interviews with children’s parents, teachers, and program managers; and
observations of classroom quality. For example, to examine the developmental changes and school
readiness skills of Head Start children, FACES 2006 administered a child assessment battery
consisting of tasks drawn from available, standardized preschool assessments measuring children’s
cognitive (language, literacy, and mathematics) and physical (height and weight) outcomes. FACES
2006 also relied on questionnaires to obtain parent and teacher ratings of children’s academic and
social-emotional development, approaches to learning, and health. Information collected from
parent interviews included characteristics of households and its members, levels and types of
participation in Head Start and other community services, parent-child relationships, and the quality
of the child’s home life. FACES 2006 also conducted interviews with lead teachers about their
educational background, professional experience, and instructional practices, along with brief
telephone interviews with program directors and in-person interviews with center directors and
education coordinators regarding program characteristics that relate to service quality.

In this chapter, we describe measures used in the FACES 2006 cohort and provide publisher
information on scale reliability. We focus on the four major measurement sources in FACES:
(1) child direct assessments and ratings by interviewers, teachers, and parents; (2) parent interviews;
(3) classroom observations and teacher assessors and (4) program director, center director, and
education coordinator interviews. Appendix A contains permission references for any copyrighted
instruments used in the child assessment, ratings, or interviews. In Appendix B, we present tables

that detail instrument contents and indicate whether items were used in FACES 2003.
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A. Approach to Identifying and Developing Measures

Measures for FACES 2006 were selected to balance the need to support comparisons to
previous cohorts of FACES (particularly with respect to program performance measures) against the
need to update the measurement battery and address emerging policy issues and benefits from
progress in the assessment field. Accordingly, many of the measures used in FACES 2006 were
included in previous cohorts. Others measure support comparisons with the Head Start Impact
Study and were informed by the protocol developed for the Early Childhood Longitudinal Study—
Birth Cohort (ECLS-B), and the Early Childhood Longitudinal Study—Kindergarten Class of 1998—
99 (ECLS-K).

B. Child Direct Assessments and Ratings by Assessors, Teachers, and
Parents

Since FACES inception, the use of various instruments have been used to gather data on child
abilities and characteristics that reflect the broad range of outcomes encompassed by the Head Start
Child Outcomes Framework. The FACES instruments have provided valid and reliable information
on the school readiness of low-income preschool children from diverse cultural and linguistic
backgrounds and their progress during the Head Start year(s) and into kindergarten. A consistent
finding across all FACES cohorts, including FACES 2006, is that Head Start children enter the
program with cognitive skills below national and publisher norms (ACF 2003; Tarullo et al. 2008;
Zill et al. 2008). However, children demonstrate gains across the Head Start and kindergarten years.
By spring of the first Head Start year, 4-year-old children in FACES 2006 made greater progress
toward norms than children 3 years of age in early writing and mathematics, and the younger
children show larger gains in letter-word identification than the older children (Aikens and Atkins-
Burnett 2009). In addition, children move substantially closer to (and in some instances exceed)
norms by spring of the kindergarten year in letter-word identification, letter sounds, and early

writing, but less so in vocabulary and early mathematics (Zill and Resnick 2005; Zill et al. 2008).
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While most children enter Head Start with below-average skills, they demonstrate considerable
diversity in skills (Tarullo et al. 2008; Zill et al. 2008), with some performing at or above norms at
program entry. As noted earlier, these findings have been identified across cohorts, including
FACES 20006.

FACES 2006 obtained most child outcome measures from direct assessments, but some came
from parent and teacher reports and a few from assessor observations. The direct assessments (and
assessor ratings) were conducted for each wave of FACES 2000, including the kindergarten follow
up, making it possible to measure growth in children’s skills and competence by comparing their
scores on successive assessments. In addition, parent and teacher reports provided information on
children’s skills and social-emotional outcomes and development. Each data collection wave of

FACES 2006 collected information from parents and teachers.

1. Administration of Child Direct Assessments and Ratings by Interviewers, Parents, and
Teachers

For each wave of FACES 20006, assessors used an untimed, one-on-one assessment to directly
measure each child’s cognitive (language, literacy, and mathematics) and physical (height and weight)
outcomes. The direct assessment began with a screening to determine whether children from
households speaking a language other than English should be assessed in English, both English and
Spanish, or with a short assessment of vocabulary and height and weight measurements. These
assessments used standardized test material (for example, easels for the Peabody Picture Vocabulary
Test—Fourth Edition [PPVT—4]| and the Woodcock-Johnson III Tests of Achievement [W-] III]
measures) while computer-assisted personal interviewing (CAPI) facilitated the transition from one
assessment to the next without requiring the assessor to calculate stopping or starting points. Using
easels, assessors showed children pictures, asked them questions, and entered their responses into

the laptop computer, ensuring adherence to all basal and ceiling rules.
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As previously noted, parents and teachers provided reports of children’s skills, behavioral
problems, approaches to learning, and developmental conditions or concerns in fall and spring of
the Head Start year and in spring of kindergarten. As with the remainder of parent interview items
(detailed in Section C of this chapter), parent reports of these child outcomes were provided via
CAPIL As a part of the Teacher Child Report (TCR), teachers described children’s skills, social-
emotional development, and developmental conditions or concerns by using web-based or pencil-
and-paper questionnaires. In later sections of this chapter, we describe the parent and teacher

interviews and administration of these protocols.

2. Language Screener

All children in FACES 2006 began the assessment with two English language screening
measures—the Preschool Language Assessment Survey (PrelLAS) “Simon Says” and “Art Show.”
These assessments allowed the interviewer to determine whether a child from a non-English-
speaking home has the English-language skills needed to understand the directions and questions on
the assessments and to respond to the questions orally when required. We refer to the two measures
as the “language screener.”’

The Simon Says and Art Show tasks are two subtests from the Oral Language Development
Scale (OLDS) of the PreLLAS 2000 (Duncan and DeAvila 1998). Assessors used Simon Says to
evaluate English receptive language proficiency. Each child was asked to follow the instructions that

»>

“Simon” says (for example, “Simon says, “Touch your toes™) for 10 items. Scores range from 0 to

1 In the initial week of the fall 2006 data collection, children were also administered at least five items of the first
section of the actual assessment, the PPVT-4, as part of the language screener. Children from a Spanish-speaking
background who made five consecutive errors on Simon Says and the Art Show and then made five errors in the first set
of the PPVT-4 were routed to the Spanish-language assessment. Children who did not speak English or Spanish and
made five errors in the first set of the PPVT-4 after making five consecutive errors on Simon Says and the Art Show
were routed out of the cognitive assessment and weighed and measured for height. However, this approach was
abandoned because too many children from non-English homes were being routed into the English path only to have
difficulty understanding and responding to the questions in the English assessments (e.g., W-J III Letter-Word subtest).
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10, with higher scores indicating greater English receptive language proficiency. The Art Show task
assessed basic English expressive language. Each child was presented with a series of 10 pictures and
asked to identify what was in each picture or explain the object’s function. Possible scores range
from 0 to 10, with higher scores indicating greater English expressive language proficiency. The test
publisher reported internal consistency reliability (alpha) coefficients of 0.88 to 0.89 across forms of
Simon Says and 0.88 to 0.90 for Art Show.

Children from a Spanish-speaking background who make five consecutive errors on Simon Says
and Art Show were routed to the Spanish assessment. Similarly, a child who made five consecutive
errors on Simon Says and Art Show and who spoke neither English nor Spanish was routed out of
the cognitive assessment and was weighed and measured for height. In Table I11.1, we present the
routing procedures for the assessment based on a child’s home language and their performance on

the screenet.

Table III.1. FACES 2006 Language Routing Assessment Paths

Home Language

Spanish Other
English English Path Spanish Path English Path Non-English Path
Language Language Language Screener | Language Language

Screener (Simon

Screener (Simon

(Simon Says and

Screener (Simon

Screener (Simon

Says and Art Says and Art Art Show) Says and Art Says and Art

Show) Show) Show) Show)

PPVT-4 PPVT-4 PPVT-4 PPVT-4 PPVT-4
TVIP TVIP -

W-J 1l (Spelling, W-J 1l (Spelling, Bateria lll (Spelling, | W-J Il (Spelling, -

Letter-Word Letter-Word Letter-Word Letter-Word

Identification,
Applied Problems,
Word Attack)

Identification,
Applied Problems,
Word Attack)

Identification,
Applied Problems,
Word Attack)

Identification,
Applied Problems,
Word Attack)

ECLS Math

ECLS Math

ECLS Math
(Spanish
translation
available)

ECLS-B Math

Story and Print
Concepts

Story and Print
Concepts

Story and Print
Concepts (Spanish
translation
available)

Story and Print
Concepts

Height and Weight

Height and Weight

Height and Weight

Height and Weight

Height and Weight

PPVT-4 = Peabody Picture Vocabulary Test-Fourth Edition; TVIP = Test de Vocabulario de Imagines
Peabody; W-J lll = Woodcock-Johnson Il Tests of Achievement
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The English language screener was administered at each testing period to permit independent
decisions about which battery of tests a child received based on the his/her performance at testing
times. However, children who were administered the battery in English in fall of the Head Start year
were not administered the full PrelLAS in subsequent waves, and it was not used to determine the
language of assessment. Once a child was routed into the English path of the assessment, he/she
stayed in that path in subsequent waves. In Table IIL.2, we present the number of FACES 2006

children who followed each potential routing path across the four data collection waves.

Table 111.2. Number of Children by Language Routing Path, FACES 2006

Home Language

English Spanish Other

English English Spanish English Non-English
FACES 2006 Wave Path Path Path Path Path
Fall 2006 2,343 359 425 35 20
Spring 2007 2,182 472 162 26 5
Spring 2008 1,531 510 29 16 1
Spring 2009° 744 239 2 11 0

2 Only children from the 3-year-old cohort who were in kindergarten in spring 2009 were assessed in
spring 2009.

3. Peabody Picture Vocabulary Test—Fourth Edition/Test de Vocabulario de Imagines
Peabody

FACES 2006 assessors used the PPVT—4 (Dunn et al. 2000) to evaluate children’s knowledge
of the meaning of words by asking them to say or indicate, by pointing, which of four pictures best
showed the meaning of a word said aloud by the assessor. A series of words were presented, ranging
from easy to difficult for children of a given age, each accompanied by a picture plate consisting of
four line drawings. When the level of difficulty became too great (as demonstrated by the child’s
incorrect responses to several items in a set), the test ended. Administration of the full test required
about 10 to 15 minutes (the average child received only a subset of the items). The test is suitable for
a wide range of ages from 2-1/2 years through adulthood; the established age norms are based on a

national sample of 4,000 children and adults tested across the United States.

32



HHSP23320052905YC Mathematica Policy Research

PPVT—4 scores are highly reliable, with the test publisher reporting internal consistency reliability
(alpha) coefficients ranging from 0.96 to 0.97 and test-retest reliability ranging from 0.92 to 0.96. There
are two parallel forms of the test, and the alternate-form reliability coefficients are reported to range
from 0.87 to 0.93, with a mean of 0.93 (Dunn et al. 2000).

FACES 2006 continued to use the Spanish-language Test de Vocabulario en Imagenes Peabody
(TVIP) (Dunn et al. 1986) with children whose home language is Spanish. To examine children’s
receptive language development in both English and Spanish, FACES 2006 administered both the
TVIP and the PPVT-4 regardless of a child’s performance on the language screener. The median
internal consistency reliability of the TVIP is 0.93.

The Head Start fall and spring assessments and the kindergarten assessment used the PPVT—4
and the TVIP. FACES 2006 included both these measures across waves to provide information on
the English and Spanish receptive vocabulary development of Spanish-speaking children during and
following Head Start.

In the 2000 and 2003 cohorts, FACES did not administer the TVIP to kindergarten children.

4. Woodcock-Johnson Tests of Achievement—Third Edition/Bateria III Woodcock-Muifioz

FACES 2006 used the W-] III Battery for English assessments and the Baterfa III Woodcock-
Munoz (W-M III) for Spanish assessments. The English assessment used the W-J III subtests, and
the Spanish assessment used the W-M III subtests. FACES used a stopping rule of three
consecutive items wrong within each subscale.?

Letter-word identification. This subtest measured children’s skills in identifying isolated

letters and words in large type on pages of the test book. The internal reliability of the subtest with

2 FACES adapted this stopping tule on these assessments, as the Woodcock-Johnson [W-] III] and W-M
assessments typically use a stopping rule of six consecutive incorrect items.
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preschool children averages 0.98 for the W-J III and the W-M III (Woodcock et al. 2001; 2004).
Applied problems. This subtest measured children’s skill in analyzing and solving practical problems
in mathematics. To solve the problems, the child needed to recognize the procedure to be followed and
then perform simple counting, addition, or subtraction operations. Because many of the problems
included extraneous stimuli or information, the child needed to also decide which data to include in the
count or calculation. The subtest’s internal reliability is 0.86, as reported by the publishers.

Spelling. The first six items of this subtest measured fine motor coordination and pre-writing
skills, such as drawing lines and copying letters. The remaining items measured the child’s skill in
providing written responses when asked to write specific upper- or lower-case letters. Later parts of
the subtest asked the child to write specific words and phrases, punctuation marks, and upper-case
letters. The publisher reported that the internal reliability of the W-] III spelling with preschool
children averages 0.93.

Word attack. This subtest measured a child’s knowledge of letter-sound correspondence or the
ability to apply phonic and structural analysis skills to the pronunciation of unfamiliar printed words.
Children were asked to read aloud letter combinations that form nonsense words but follow
conventional letter-sound correspondence rules. The subtest was administered in the kindergarten
year only. The publisher reported internal reliability of this subtest with kindergarten children as

0.94.

5. Additional Math Assessment: Early Childhood Longitudinal Study

Head Start has a growing interest in supporting the development of children’s mathematic skills.
At the same time, preschool mathematics curricula typically extend beyond numbers and operations
(topics measured by the W-J III Applied Problems subtest used in FACES) to include skills in
geometry, patterns, and measurement. To measure all of these areas during preschool and

kindergarten, FACES 2006 used the ECLS-B and ECLS—-K mathematic assessments (Snow et al.
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2007; U.S. Department of Education 2002), to supplement the W-J III Applied Problems subtest.
For example, ECLS mathematic items assessed children’s understanding of relative size, ordinal
numbers, pattern matching, and number recognition as well as their ability to count, recognize
shapes, add, and solve word problems. An ECLS counting task was retained because the W-J III
Applied Problems subtest lacks sufficient items on counting and number knowledge.

FACES used 23 mathematic items from the ECLS-B in fall and spring of the Head Start year
and an additional 7 items from the ECLS-K in kindergarten. The items came from low and high
forms of the ECLS assessment (based on difficulty); CAPI routed children through a various
number of items. The reliability for the scaled scores in the ECLS-B national study was 0.89 (for the
theta, estimate of true ability and Item Response Theory [IRT] scores) in preschool and 0.92 in

kindergarten (Najarian et al. 2010).

6. Story and Print Concepts

The FACES 2006 Story and Print Concepts task is an adaptation of earlier prereading
assessment procedures developed by Clay (1979), Teale (1988, 1990), and Mason and Stewart (1989).
In these procedures, a child is handed a children’s storybook upside down and backwards. The
assessor notes whether the child turns it around to put the book upright with the front cover on top.
Then the child is asked to identify where the name of the book is written, where the material to be
read begins, and in what direction the reading proceeds. The assessor reads the story to the child and
asks basic questions about the content of the story and the mechanics of reading.

Little Bear (Minarik 1985) was used in the English assessment for the Head Start and
kindergarten assessments. A Spanish version of the text, Osito (Minarik 1986; J. Aguilar, trans.), was

used in the Spanish battery. The story was read in its entirety and was well liked by the children.
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7. Height and Weight

Childhood obesity is a growing problem and perhaps the most widespread child health
condition that the Head Start program could potentially influence. In fact, by the preschool years,
racial/ethnic disparities in childhood obesity are already present (Anderson and Whitaker 2009; CPC
2009). Information on children’s height and weight, coupled with information to adjust for sex and
age, allowed for an accurate measurement of children’s body-mass index (BMI) and Provided
nationally representative data on the prevalence of obesity among Head Start children.. At each
wave, children’s height and weight were each measured twice following a protocol that has been
used in the ECLS-K, ECLS-B, and other federal government surveys. Specifically, a Shorr board
(for ECLS-K) or similar device (for ECLS-B) was used to measure height, and a digital scale was

used to measure weight.

8. Assessor Ratings

At the end of the one-on-one testing sessions with children, the FACES 2006 assessor
completed a set of rating scales from the Leiter International Performance Scale-Revised (Leiter-R),
Examiner Rating Scale to evaluate behavior in the test situation, including a child’s approach to
learning and any problem behaviors. The Leiter-R scales are composed of eight subscales that
examine children’s approach to the assessments, their engagement with the materials, and their

ability to attend to and regulate their physical and emotional responses during the assessment tasks.

25 << 2 <<

Items were rated on a four-point scale (“rarely/never,” “sometimes,” “often,” or “usually/always”).
The subscales and 49 items made up two scales for analysis: cognitive/social scale and
emotion/regulation scale. Two large-scale studies (Early Head Start Transition to Prekindergarten)
[ACF 2006] and Home Visiting 2000 [Olds et al. 2004]) successfully used the Leiter-R Examiner
Ratings. The scales demonstrate good reliability and predictive validity. FACES 2006 used four of

the eight subscales—(1) attention, (2) otganization/impulse control, (3) activity level, and
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(4) sociability—that, with 27 items, make up the cognitive/social scale. The publisher reported
internal reliability correlations for preschool children of 0.97, 0.94, 0.93, and 0.92, respectively.

After completing the assessment rating scales, the assessor indicated any special concerns
regarding the child’s ability to complete the assessment: responding non-verbally, using non-
standard English such as dialect, speaking English as a second language, demonstrating limited
English proficiency, expetiencing difficulty in hearing or seeing the assessor/test materials, or using
speech that was difficult to understand. These items used three-point ratings to indicate the degree

to which the child displayed any of these characteristics (“not at all,” “somewhat,” or “very much”).

9. Teacher Child Report (TCR)

Head Start and kindergarten teacher ratings of children are important sources of information
about children’s learning and behavior. For FACES 2000, teachers in the fall and spring of Head
Start and spring of kindergarten used a TCR form to rate each child on a set of items that assessed
the child’s accomplishments, cooperative classroom behavior, behavior problems, and approaches to
learning. Teachers also provided reports of children’s developmental conditions. Head Start teachers
were encouraged to complete the TCR form for each sampled child on the web. A paper option was
also available for teachers without access to the web or who preferred a paper-and-pencil
questionnaire.

Children’s accomplishments. Head Start teachers were asked to rate each child’s prereading,
early mathematics, early writing, fine and gross motor, and language skills by describing the child’s
ability in these areas. Children’s accomplishments were assessed in 13 items through a variety of
tasks, such as recognizing letters of the alphabet, counting, holding a pencil propetly, walking
without stumbling or tripping, and speaking comprehensibly. Items were adapted from the National
Household Education Survey (NHES). Kindergarten teachers rated children’s academic skills in the

areas of language and literacy, science and social studies, and mathematics.
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Children’s classroom behavior. By scoring 12 items, Head Start and kindergarten teachers
indicated how often the child engaged in cooperative classroom behaviors, such as following teacher
directions, helping to put things away, complimenting classmates, and following rules when playing
games. The ratings included items drawn from the Personal Maturity Scale and the Social Skills
Rating System (SSRS) (Gresham and Elliott 1990; Elliott et al. 1988). The teacher indicated the
extent to which a given statement (such as “follows the teacher’s directions”) was characteristic of
the child, from 1 (“never”) to 3 (“very often”). A summary score was created from the three-point
scale items, with high numbers indicating more frequent cooperative behavior.

The Personal Maturity Scale was originally used in the 19761977 National Survey of Children
(Zill and Daly 1993) and later adapted by Alexander and Entwisle for use in their longitudinal study
of achievement of Baltimore’s inner-city elementary school children (Alexander and Entwisle 1988).
The scale, which measured a child’s interest or participation, cooperation or compliance, and
attention span or restlessness, consists of 13 items forming three subscales, with alpha reliabilities
ranging from 0.74 to 0.85. The SSRS social skills subscale score has an alpha coefficient of 0.94 for
preschool and elementary teacher report forms.

Children’s behavior problems. Items in the FACES 2006 behavior problems scale, which
measure negative child behaviors associated with learning problems and later grade retention, come
from an abbreviated adaptation of the Personal Maturity Scale (see above for description) and from
the Behavior Problems Index (BPI) (Peterson and Zill 1986). The BPI included undercontrol (such
as aggression, hyperactivity, and destructiveness) and overcontrol (such as social withdrawal,
depression, and somatic problems) behaviors; the internal consistency of the BPI total score ranged
from 0.88 to 0.89 in the National Health Interview Survey and the National Longitudinal Study of
Youth (NLSY) (Berry et al. 2004).

Head Start and kindergarten teachers responded to questions about the frequency of aggressive

behavior (such as, “hits/fights with others”), hyperactive behavior (“is very restless”), and anxious

38



HHSP23320052905YC Mathematica Policy Research

or depressed and withdrawn behavior (“is unhappy”), using a scale from 1 (“never”) to 3 (“very
often”). A summary score is derived from the 14 behavior items, with higher scores representing
more frequent or severe negative behavior.

Children’s approaches to learning. FACES 2006 used the Preschool Learning Behavior Scale
(PLBS) McDermott et al. 2000) to assess a child’s approaches to learning, including the motivation
to learn and behaviors that enhance learning. The PLBS was designed to be used by classroom
teachers to rate individual children on a series of 29 questions such as competence motivation,
attention to and persistence of tasks, and attitudes towards learning. Head Start and kindergarten
teachers completed five items from this scale, indicating the extent to which a given statement (such
as, “pays attention to what you say”) was characteristic of the child in the past month. The items
were rated from 1 (“not true”) to 3 (“very true or often true”). Subscales for the PLBS have good
internal consistency when used with Head Start children, with alpha estimates ranging from .89 for
the Competence Motivation subscale to .72 for the Attitudes Toward Learning subscale
(McDermott et al. 2002).

Developmental conditions or concerns. To provide context for children’s experiences in
Head Start and their status and growth in skills that are predictive of school readiness, Head Start
teachers in FACES 2006 were asked whether the child has a diagnosed disability or is being
evaluated for disabilities or special needs. They also noted whether a child had an Individualized
Education Plan (IEP) or an Individualized Family Service Plan (IFSP), described specific concerns
about their health or development, and described efforts to address these concerns. These questions
have been adapted from the family enrollment interview in the National Early Intervention

Longitudinal Study (NEILS), 2003. Kindergarten teachers completed similar items.
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10. Parent Ratings

As with Head Start teachers, FACES 2006 asked parents to rate their child on a set of items
assessing accomplishments, social skills, approaches to learning, behavior problems, and
developmental conditions. Taken together, the parent and teacher ratings permitted a comparison of
assessment items for a given child and allowed construction of composites of children’s social
behavior across settings and data sources. However, given that different behaviors may be more or
less salient in the home versus the classroom, a subset of items in the rating scales is unique to each
setting and data source. Items on child health, social skills, and approaches to learning, therefore,
differed. Many studies have found that there is little agreement between parent and teacher ratings
on the same items; this makes sense because the rating and report refer to different contexts. While
data from the TCR were collected via a self-administered questionnaire, parent ratings were
incorporated into the parent interview.

Children’s accomplishments. Parents rated their child’s prereading, and early mathematics,
writing, and language skills by describing the child’s ability in these areas. Nine items assessed
children’s accomplishments in a variety of tasks, such as recognizing letters of the alphabet,
counting, and speaking comprehensibly. Items were adapted from the School Readiness component
of the 1993 NHES (U.S. Department of Education 1994), and from members of the Head Start
Quality Research Consortium. Selected items were combined to form a scale of parental perceptions
of children’s early literacy skills. The Head Start Impact Study (ACF 2005) reported program effects
for the scale.

Children’s social skills and problem behaviors. Several measures in the FACES 2006 parent
interview assessed a child’s social behavior, including 21 items taken from several well-known
measures: Personal Maturity Scale, Social Skills Rating System (SSRS) (Gresham and Elliott 1990;
Elliott et al. 1988), and BPI (Peterson and Zill 1986). Parents rated each child on a set of behaviors

that permits assessment of basic social skills and behavior problems. The parent indicated the extent
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to which a given statement (such as “makes friends easily”) was characteristic of the child, from 1
(“not true”) to 3 (“very true or often true”). The 21 items were categorized into one of two summary
scores: (1) social skills/positive approaches to learning and (2) problem behaviors.

As noted earlier, the BPI captured the behavior problems of children, including undercontrol
(such as aggression, hyperactivity, and destructiveness) and overcontrol (such as social withdrawal,
depression, and somatic problems). The internal consistency of the BPI total score ranged from 0.88
to 0.89 in the National Health Interview Survey and the NLSY. Given that the BPI does not
adequately assess pro-social or positive behaviors, additional items for the parent and teacher rating
scales were taken from the SSRS and from the Personal Maturity Scale, whose alpha reliabilities
range from 0.74 to 0.85. The SSRS social skills scale’s alpha coefficients range from 0.87 to 0.90 for
parent reports across the elementary and preschool SSRS forms, respectively, and 0.94 for the
teacher forms. The SSRS problem behavior scale scores demonstrated alpha coefficients of 0.73 to

0.87 for parents and 0.82 to 0.88 for teachers for preschool and elementary forms, respectively.

C. Parent Interviews

Parent interview instruments, which are collected during each wave (Table II1.3), gather
information on a variety of topics. A thorough understanding of both the needs and strengths of
Head Start families informs policy decisions and contributes to the research literature. The FACES
2006 parent interviews assessed positive and negative factors—in the family and household
environment, neighborhood, community, and schools—that may moderate the relationship between
Head Start participation and children’s outcomes.

Data from the FACES 2006 parent interviews provided Head Start with a comprehensive
picture of the families served by the program. The interviews focused on the characteristics of
households and their members, levels and types of participation in Head Start and other community

services, parental involvement with their children, and understanding of their children’s
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development. Generally, the main modules of the parent interview corresponded to the key
objectives of FACES data collection: family household and demographic information, including
parent-child relationships and the quality of the child’s home life, and parent ratings of the child’s
behavior problems, social skills, and competencies. As noted in the preceding section, these

interviews were also used to obtain parent ratings of the child’s social behavior and development.

1. Administration of Parent Interviews

Mathematica conducted interviews by using CAPI and computer-assisted telephone
interviewing (CATI). During the week of data collection, in-person interviews were conducted at the
Head Start center, although efforts are made to accommodate parents who requested a different
location (such as the parents’ home). Parents could also contact Mathematica’s Survey Operation
Center (SOC) to complete an interview by telephone. In Chapter IV, we provide detail on interview
administration. Mathematica’s SOC conducted parent interviews by telephone outside of the on-site

field period.

2. Relationship of the Parent to the Child

Questions about the composition and structure of the household asked for the parent’s
relationship to the target child—biological or adoptive parent, legal guardian, or relative. In FACES
20006, 96 percent of the children lived with at least one biological parent, but fewer than half lived
with both biological parents (Tarullo et al. 2008). When the respondent was not the child’s biological
or adoptive parent, further questions ascertained the whereabouts of the biological parent and
determined whether the parent would return to the household. If the respondent reported that he or
she was the biological or adoptive parent and lived with the child, the interview moved on to the

next question.
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3. Child Demographic Information

The parent interview also collected information on child demographics (such as age and
race/ethnicity) and disability status. Changes in the racial/ethnic and age composition of the
entering Head Start population have implications for other characteristics of the population and for
program services. A growing percentage of entering Head Start children are Hispanic/Latino,
increasing from 28 percent in fall 2000 to 31 percent in fall 2003 to 35 percent in fall 2006 (West and
Hulsey 2009; Zill et al. 2008). In addition, the enrollment of 3-year-old children has increased across
cohorts, doubling between 1997 and 2006 (Tarullo et al. 2008; West and Hulsey 2009). Questions on
whether a child is undergoing evaluation for disabilities or special needs provided context for
children’s experiences in Head Start and their status and growth in skills predictive of school
readiness. Parents reported on whether the child had an Individualized Family Service Plan (IFSP)

or (IEP).

4. Family Demographic Information

Several background variables assessed the basic resources available to and challenges faced by
parents, all of which potentially affected the quality of the child’s home environment and subsequent
development. We obtained information about the education, employment, and income of both the
mother and the resident father, including household income and the number of adults contributing
to it, receipt of Temporary Assistance for Needy Families (TANF) or other public assistance (such
as participation in Special Supplemental Nutrition Program for Women, Infants, and Children,
better known as WIC), and whether or not the child or parent had health insurance and, if so, what
type.

The country of origin of the mother and father, ancestry, and religion are relevant to cultural
variations in child-rearing patterns and to early language learning. Children of immigrants are
expected to have different experiences with English-language proficiency, family cultural values, and

access to social services than children of native-born Americans. Ancestry data yields additional
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information on cultural differences across families. If the mother or father were not born in the
United States, she/he was asked about length of residency in the United States. These items

provided a rough indication of potential cultural assimilation.

5. Home Language Environment

Twenty-seven percent of newly entering Head Start children come from non-English-speaking
homes (Tarullo et al. 2008), 84 percent of which speak Spanish as their primary language. Questions
on the home language environment determined whether a language other than English was spoken
in the home, what language(s) the child first learned to speak, and whether the parent or other adults
and children in the household speak a language other than English to the child. Questions on the
parent’s language proficiency illicit how well the parent understood, spoke, and read English and

understood, spoke, read, and wrote his or her first language.

6. Family Household Structure

Of primary interest under the household composition construct was the number and type of
parents present in the household and their marital status. Research indicated that the presence of
two biological parents who interacted with minimal conflict was associated with a wide range of
favorable outcomes for children (Dawson 1991; McLanahan and Sandefur 1994; Morrison and
Cherlin 1995; Peterson and Zill 1986; Bronte-Tinkew et al. 2004). Therefore, it was important to
identify children living with single mothers, who were more likely to be poor (Garfinkel and
McLanahan 1986; Bane and Ellwood 1983), and their children likely to have lower educational
attainment (Aquilino 1996). In addition, the total number of household members can reveal possible
overcrowding, which could adversely affect a child’s well-being or health. Measuring the number of
children in the household also provided some indication of the extent to which parents must divide
their caregiving and attention among children. For these reasons, FACES 2006 collected a complete

roster of all household members, including age, gender, and relationship to the child.
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7. Home Learning Environment

To develop an understanding of Head Start influences, it is critical to measure home activities
that stimulate development. Numerous studies have indicated that high levels of positive, age-
appropriate cognitive stimulation in eatly childhood are related to better social and mental
development in children (Bakeman and Brown 1980; Bradley et al. 2001; Foster et al. 2005), as
indicated by measures of cognitive development and 1Q in preschool and later (Bradley and Caldwell
1976a, 1976b, 1980, 1984b; Bradley et al. 1979; Bradley et al. 1989; Bradley et al. 2001; Lozoff et al.
1995) and in school achievement (Denton and West 2002; Senechal 2006; van Doorminck et al.
1981). Research has also suggested that cognitive stimulation early in life may have implications for
brain development and cognitive potential (Shonkoff and Phillips 2000).

The quantity and quality of verbal interaction between young children and their parents has
been shown to influence children’s language development, including language production, reading
ability, and vocabulary growth, as well as academic skills, such as mathematics (Bradley and Caldwell
1980, 1984b; Bradley et al. 1989; Hart and Risley 1992, 1995). Verbal interactions include singing,
playing games, talking, and reading. One aspect of verbal interaction is the extent to which a
language other than English is used in the household. To obtain information about the child’s
language environment, several questions asked about language(s) used in the home and by whom
and language(s) spoken to the child.

In FACES 2006, information about the home’s literacy environment and the parent’s literacy-
related activities was obtained from questions about the availability of reading materials for adults
and children, and how often a parent read books to the child. Questions also asked about the
availability of computer programs for children. Items on activities with children come from previous
national surveys, including the NHES and Home Observation for Measurement of the Environment
(HOME) Inventory, a standard measure of the quality of the language and learning environment in

the home. We used items from the HOME-Short Form (HOME-SF), which was developed for the
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NLSY, for comparison with national norms on the quality of the home environment. With its
excellent psychometric properties, the HOME-SF consists of 17 parent report items that can
identify changes in the home environment as a result of parents’ participation in their children’s
educational experiences and the overall quality of the home environment.

Engaging young children in shared activities was another form of cognitive stimulation. Clarke-
Stewart (1980) found that children whose fathers kept them interested in games such as peek-a-boo,
ball toss, and bouncing were more cognitively advanced than those not similarly stimulated. Other
activities, such as outings to parks and playgrounds, provide children with opportunities for
exploration, exercise, and social interaction. Early literacy development is related to family social
interactions and not necessarily intended to foster language development (for example, shopping),
especially among low-income samples (Foster et al. 2005; Teale 1984). FACES 2006 obtained
information about the frequency of various types of stimulating or educational activities with the
child, such as singing songs or nursery rhymes, counting together, visiting the park, and shopping or
running errands. These items, drawn from national surveys, were used to form scales that assessed
the parent’s participation in the child’s educational experiences and cognitive stimulation. In FACES
2006, common home learning activities (with at least 90 percent of children experiencing them in
the past week of being surveyed) included playing with toys and games with family members,
running errands and doing chores, and teaching letters, words, or numbers (Tarullo et al. 2008).
Over the past month, more than half of families had taken their children to a playground or park,

shopping mall, or church.

8. Child-Rearing Practices and Parenting Behavior
Parents’ interactions with their children at home set the stage for socializing children as they
prepare for school. One measure of family socialization takes the form of rules or routines

established by parents. Parents reported whether or not they used rules for certain household
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activities such as chores, television watching, meals, and bedtime. In terms of discipline, parents
reported on their use of spanking and time out with their children.

Parents’ practices and attitudes toward child rearing can also affect a child’s well-being and
development by influencing the relationship and interactions between parent and child as well as the
consistency and type of discipline used by parents. Items were drawn from the Child Rearing
Practices Report (CRPR) (Block 1965) to evaluate practices in four general domains: (1) how
positive and negative emotions are expressed, handled, and regulated; (2) how parents convey
authority and what forms of discipline they use; (3) parents’ ideals and goals with respect to the
child’s accomplishments and aspirations; and (4) parents’ values concerning the child’s development
of autonomy, independence, and self-identity.

From the original 91-item CRPR, FACES selected 13 that assess child-rearing patterns.
Questions presented various statements that parents of young children might make about
themselves, such as “I control my child by warning him/her about the bad things that can happen to
him/her” or “My child and I have warm intimate moments together.” The parent indicated whether
and to what extent he or she agreed or disagreed with each statement along a five-point Likert-type
scale with 1 = “exactly” to 5 = “not at all.” The items form three subscales: (1) authoritarian pattern,
which assessed frequent use of physical punishment, verbal reprimands, prohibitions,
discouragement of child’s emotional expression, emphasis on fear of external consequences of
transgression, and strict supervision; (2) authoritative pattern, which assessed emphasis on inductive
methods, reasoning, appreciation of accomplishments, fostering individuality, and encouraging open
communication between parents and the child; and (3) adherence to rules, which assessed the extent
to which parents abide by the rules they set for their child.

Past research has established substantial evidence for the reliability and validity of the CRPR
(Block 1965; Kochanska et al. 1989). It has been used fruitfully in other research concerning parents’

child-rearing orientations, especially as it relates to adolescents’ personality characteristics (Block and
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Block 1981). In addition, it has uncovered systematic differences between parents who are abusive
or depressed and those who are not (Susman et al. 1985); has been used to investigate continuity in
child-rearing orientations over a nine-year span (Roberts et al. 1984); and has provided a method of
indexing the elements of creativity-fostering environments (Harrington et al. 1987). Currently, the

ECLS-B is successfully using CRPR items.

9. Child Care Arrangements

The use of the Head Start program was only one component of each family’s overall picture of
alternate or nonparental care for their children during the parent’s work day. A high and rising
proportion of children spend time in nonparental care, increasingly entering at a very young age. In
fact, the quality, stability, and consistency of child care over time are important factors influencing
children and have been found to be related to children’s cognitive and social-emotional development
(Hayes et al. 1990; Love et al. 1996; NICHD Early Child Care Research Network 1998, 2000;
Shonkoff and Phillips 2000; Whitebook et al. 1989; Zaslow 1991).

The cost of child care is also closely associated with quality of care, as measured by factors such
as providers’ training and education and the ratio of providers to children. Higher costs consistently
reduce the likelihood that families will choose center-based care, and strongly predict the type of
care arrangement chosen over quality of care, as expressed in the child-adult ratio (Hofferth 1991;
Hofferth and Wissoker 1992). Hofferth et al. (1991) found that many working parents spend a
substantial proportion of their income on child care, potentially reducing resources available for
other purposes and often creating a source of stress.

The parent interview included a module asking about current child care arrangements for the
target child as well as background data, including the type of care the child receives (a center, relative
or friend, or family day care); the cost (both overall and parent’s out-of-pocket expenses); and the

number of different arrangements the child is in at present.
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10. Child and Family Health Care

The health status of the child and his/her family can directly influence the child’s well-being
development. Appropriate family health practices can enhance or impede a child’s growth and
development. It can also directly affect the child’s school readiness, the ability to pay attention or
participate in classroom activities, and attend school regularly. The health status of the child’s parent
can affect the child’s well-being by limiting the physical and emotional resources the parent can
devote to the child. To assess the context of family health care, the parent interview asked about the
child’s current health status (including specific health conditions), the physical and mental health

status of the parent, and family health practices, including tobacco, alcohol, and drug use.

11. Parent Mental Health

The mental health of parents is of concern to Head Start because of its relevance to well-being
and to parental interactions with their children. Therefore, the short form of the Center for
Epidemiologic Studies—Depression Scale (CES-D), a psychosocial measure, was administered to
parents as part of the interview. This 12-item version (Radloff 1977; Ross et al. 1983) measured
levels of depressive symptoms among parents. Depressed mothers may have a withdrawn or
intrusive parenting style, either of which can lead to social and emotional problems in children,
including internalizing and externalizing behavior problems and difficulties in reading social cues
(Downey and Coyne 1990; Field 2000; Shonkoff and Phillips 2000). Parents’ reports of depressive
symptoms increased somewhat between FACES 2000 and 2006, with 10 percent reporting moderate
levels of depressive symptoms in fall 2006 and another 9 percent reporting symptoms of severe

depression (Tarullo et al. 2008).

12. Home and Neighborhood Characteristics

Living in unsafe neighborhoods can also affect a child’s health, well-being, and development.

With a focus on the daily stressors faced by Head Start families, parents reported on any violence
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that, to their knowledge, had occurred in their neighborhood as well as on their own exposure to
violence.

Additional questions focused on any involvement the family had with the criminal justice
system and domestic violence. Such sensitive information was crucial for understanding family
needs, identifying risk factors affecting child development, and describing the contextual factors that
impede or facilitate family well-being. The introductory statement to the interview stressed that
respondents need not answer sensitive questions and guaranteed the confidentiality of all answers;

the statement was repeated before the questions on criminal justice and domestic violence.

13. Family Social Support

A supportive social network can mitigate the stresses of life events, daily living, and parenting.
Generally, the more social support available to the parents, the greater is the likelithood that the child
will form a secure infant-mother attachment (Crockenberg 1981). In addition, among African
American families, mothers with a larger support network were more responsive in their interactions
with their infants and provided more stimulation than mothers with smaller social networks
(Burchinal et al. 1996). Among unemployed mothers, lack of social support is related to an increase
in depressive symptomatology (Hall et al. 1985; Jackson 1999).

The parent was asked two sets of questions about social support. One set asked about sources
of support when the family faces emotional, financial, and parenting problems and an emergency.
Earlier national studies, including the ECLS-B, NHES, and NLSY, made extensive use of the same
questions. The second set asked whether at any time Head Start staff assisted the family in accessing

services for social support.

14. Child Nutrition and Activity Levels
Nutritional choices and activity levels at home can contribute to the development of healthy

habits and help combat child obesity. Parents were asked about the availability of a safe place for
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outdoor play, the amount of time the child spends outdoors during the day, and the prevalence of
television watching and other “screen time.” They were also asked about the consumption of
sweetened beverages, unhealthy snacks, and fast food. These questions were derived from similar

questions in ECLS studies.

15. Head Start/Kindergarten Experiences

Parents were asked questions along two dimensions regarding children’s experience in Head
Start and kindergarten: attendance and degree of parental involvement. Questions on attendance
(and the reasons for absences) provided important context for understanding how
programs/schools were associated with children’s outcomes.

Head Start has always considered parental involvement a central tenet of its mission. Research
shows that parental involvement is related to improved outcomes for children during both eatly
childhood and the elementary school years (Downer and Mendez 2005; Glick and Hohmann-
Marrott 2007; Marcon 1999; McWayne et al. 2004). In spring 20006, parents reported how often they
participated in a variety of activities (volunteering in the classroom, attending workshops,
accompanying children on field trips, attending parent-teacher conferences, and so forth). Parents
whose children were still in Head Start were also asked what could preclude their involvement.
Barriers ranged from practical constraints, such as a lack of time or transportation, to personal
considerations, such as discomfort in the program/school environment. Research (for example,
Hoover-Dempsey et al. 2005) shows that these barriers have implications for the ability of parents to
become involved in the program/school. Finally, Head Start patents reported on their level of
satisfaction with program efforts to promote children’s development and support parents in meeting

family needs.
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16. Interviewer Ratings

The parent interviewer completed a set of rating scales to evaluate the respondent’s behavior
during the interview, the interviewing environment, and the quality of data collected. The
interviewer rated the respondent’s behavior on six scales covering six different domains:
comprehension of questions, truthfulness, accuracy of information provided, interest in the
interview, cooperation, and English proficiency. The interviewer also rated the interview situation
based on whether the interview was conducted without interruption. Finally, the interviewer rated
the overall quality of the data collected. Ratings used seven-point scales with descriptive anchors at
the extreme ratings. For example, the interviewer rated the item “comprehension of questions” from
1 (“hardly able to understand”) to 7 (“able to understand questions easily”). These items were also

used in prior FACES.

D. Classroom Observation Instruments

Head Start classroom observation instruments were another important component of FACES
2006. They allow for direct measurement of teacher skills, classroom environment, and curricula.
Specially trained observers used standardized observational methods and coding schemes that have
been widely applied in child development research and whose utility has been proven in other large-
scale studies (for example, earlier cohorts of FACES, NICHD Study of Early Child Care and Youth
Development, and studies conducted by the National Center for Early Development and Learning
(NCEDL), including State Wide Early Education Programs (SWEEP) and the Multi-State Study of

Prekindergarten).

1. Administration of Classroom Observations
In each sampled classroom, trained observers made observations in spring of the Head Start
years. They spent at least four hours in the morning observing a major portion of the daily schedule

and a variety of classroom activities. To be as unobtrusive as possible, observers stayed outside
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heavily traveled classroom areas and limited their interactions with the children. Observers noted on
paper various aspects of classroom quality and teacher-child interactions and then transferred the

data to computer instruments. A brief description of the coding schemes used by observers follows.

2. Counts of Children and Adults

The counts of children and adults provided information used to calculate child-adult ratios and
measure other aspects of classroom quality. Trained observers counted the number of children,
adults, and paid staff at two separate times, separated by at least one hour, during the classroom day.
The counts took place during one structured (teacher-directed) and one unstructured activity. The
child-adult ratio was calculated as the average number of children per adult (both paid and
volunteer) across the two observations. The child-staff ratio was calculated using only the number of
paid staff across the two observations. Higher child-adult or child-staff ratios were indicative of

lower quality.

3. Early Childhood Environment Rating Scale-Revised

The Early Childhood Environment Rating Scale-Revised (ECERS-R) is a global rating of
classroom quality based on its structural features (Harms et al. 2005). It has been widely used in
child development research to predict optimal child outcomes (for example, Phillips et al. 1994). The
classroom environment was defined as the use of space, materials, and experiences to enhance
children’s development, daily schedule, and supervision. The scale rated seven areas: personal care
routines, furnishings and displays for children, language-reasoning experiences, creative activities,
social development, program structure, and parents and staff. Each area encompassed five to seven
items rated on a seven-point scale—a score of 1 was considered “inadequate,” 3 was “minimal
quality,” 5 was “good quality,” and 7 was “excellent quality.” Each score had anchors in the form of
descriptions and supplementary notes to aid in assigning the ratings. FACES 20006, as in previous

cohorts, used all but one of the seven scales (parents and staff scale) as many of those items were
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not easily observed and required discussion with the teacher. Also, research often excluded those
items from the total scores focusing on child-related items to measure the environment (Harms et al.
2005). Inter-rater reliability for the ECERS-R reached correlation coefficients of 0.92 and 0.87.
Internal consistency (Cronbach’s alpha) ranged from 0.71 (parents and staff) to 0.88 (activities) with

an alpha coefficient for the total scale of 0.92 (Harms et al. 2005).

4. Arnett Scale of Lead Teacher Behavior

This was a rating scale of teacher behavior toward children in the classroom. It consisted of 26
items that assessed five areas of teacher behavior: sensitivity, punitiveness, detachment,
permissiveness, and prosocial interaction (Arnett 1989). At the end of the observational period, the
observer completed the scale for an individual teacher, typically the lead teacher in the classroom.
For example, in evaluating whether the teacher “speaks warmly to the children,” the observer would
assign ratings indicating the extent to which the statement is characteristic of the teacher, from 1

(“never seen”) to 4 (“always or almost always”).

5. Classroom Assessment Scoring System

The Classroom Assessment Scoring System (CLASS) (Pianta et al. 2008) measures quality in
terms of instructional and social-emotional aspects of the environment. The CLASS assesses and
measures the qualities of interactions between teachers and students in classrooms including
interactions related to children’s early academic achievements and social competencies.

The full CLASS captures 11 dimensions of teaching and classroom quality that are grouped into
three broad areas: emotional support (for example, positive climate, teacher sensitivity), classroom
organization (behavior management, instructional learning formats), and instructional support
(concept development, language modeling). Fach domain is rated on a seven-point scale
(1 = “minimally characteristic” to 7 = “highly characteristic”) for each of four observation cycles.

The CLASS instructional support domain was used in the spring 2007 data collection of FACES
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2006.”> Analysis of the scale comes from the use of its precursor in the NICHD Study of Early Child
Care and Youth Development, the Multi-State Study of Prekindergarten, and SWEEP. Results from
the Multi-State Study indicated that instructional and emotional support domains are linked to
preschoolers’ receptive and expressive vocabulary, prereading and applied mathematics skills, and
behavior (Malone et al. forthcoming).

As reported by the publishers, internal consistency for the instructional support domain is 0.79.
Correlations between two observations as an indicator of test-retest reliability are 0.86 for
instructional support. Average inter-rater reliability (within one point of ratings from master raters)

was 87 percent.

E. Head Start and Kindergarten Teacher Interviews

The FACES 2006 Head Start teacher interview was designed to collect information about
classroom teacher characteristics related to the quality of care provided by the Head Start program.
Head Start teachers were asked about their classroom activities and use of curricula, as well as their
demographic and educational background and professional experience. The FACES 2006
kindergarten teacher survey asked about teachers’ demographic characteristics, education levels,
degrees and teaching certificates, courses in child development, and years of experience teaching.
Kindergarten teachers also reported on the content of centers/interest areas in the classroom,
children’s classroom demographics (for example, percentage receiving free and reduced price lunch
and percentage of dual language learners [DLLs|), and instructional time spent on various subject

matters. During both Head Start and kindergarten, teachers also reported on the frequency of

3 In spring 2008, the classroom observation protocol was changed in order to study the feasibility of training,
certification, field administration, and quality assurance procedures on the full CLLASS. All three domains from the
CLASS were assessed, while the ECERS-R and Arnett were not used. A sample of 147 classes attended by FACES 2006
children (4-year-old children attending a second year of Head Start) was observed. The spring 2008 observation sample
was not designed to support national estimates of Head Start classrooms. Instead, the goal was to learn as much as
possible about what is required to prepare for and conduct the full CLASS in Head Start classrooms.
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mathematics and language- and literacy-oriented activities and overall behavior of children in the

classroom.

1. Administration of Head Start and Kindergarten Teacher Interviews
FACES 2006 interviews with Head Start teachers were conducted in person using computer-
assisted interviewing (CAI) in both fall and spring. Kindergarten teachers completed interviews in

spring via web-based questionnaires but had the option of completing a paper-and-pencil version.

2. Teacher Background

Across earlier FACES cohorts in general, children’s achievement levels and fall-to-spring gains
were more closely related to demographic and socioeconomic characteristics of their parents than to
choice of curriculum, teacher qualifications, or observed measures of classroom quality. Average
teacher salary levels in a program, which is a measure of program resources, have been consistently
related to gains in measures such as letter knowledge and cooperative behavior (ACF 2003; Zill et al.
2005). Head Start teacher characteristics, a class of structural factors related to child care quality,
include education, training, and reasons for providing child care. The FACES 2006 teacher interview
asked about the classroom teacher’s experience (such as, “number of years teaching in Head Start”),
educational background (“what is the highest grade or year of school completedr”), credentials
(Child Development Associate or CDA), salary, and demographics (age, gender, race/ethnicity).

With the exception of salary, kindergarten teachers provided the same information.

3. Learning Activities and Curriculum

A teacher’s influence in the classroom is evident through a variety of learning materials used to
stimulate both fine and gross motor development, creative and dramatic play, language and literacy,
mathematics and science skills, and appreciation of cultural diversity. Teachers in high-quality

classrooms adopt a planned approach as exhibited in classroom schedules with small-group activities
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and opportunities for individualized discovery learning through free play and structured activities in
a “calm but busy” environment.

The classroom activities and stimulating environment provided by the teacher can have both
direct and indirect effects on children’s development. The FACES 2006 Head Start teacher
interview included several questions on these direct and indirect effects. For example, teachers are
asked to report on learning activities scheduled in their classroom, the amount of time they spend on
teacher-directed and child-selected activities in a typical day, and children’s participation in various
reading/language arts and math activities. Teachers also responded to a series of questions on
whether they relied on a principal curriculum to guide classroom activities and if they received
training in its use. Further, they reported on how they assessed the children’s level of achievement
and progress over the Head Start year. Similarly, the kindergarten teacher interview captured how
often the children participate in various reading/language arts and math activities and how much
instruction time is focused on those and other activities.

The Head Start teacher interview also captured languages spoken by staff. Head Start’s program
performance standards require support of children’s progress in learning their home language while
recognizing the cultures represented in the classroom. The Head Start teacher interview asked
teachers about the languages used for classroom instruction. Kindergarten teachers also reported on

the languages used for instruction in the classroom.

4. Classroom Environment

Factors such as group size and child-adult ratio can indirectly affect the child’s experience in the
classroom by influencing the availability of stimulating resources and determining teacher behavior
as a director and facilitator of the child’s learning (ACF 1998; ACF 2003). With more children and
fewer adults in a classroom, the teacher is less able to give a child individual attention, prevent

negative behavior, or create opportunities for learning during the course of children’s play.
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The research literature provides persuasive evidence for the important contribution of structural
factors to children’s outcomes in early childhood classrooms (Hayes et al. 1990; NICHD Early Child
Care Research Network 1998, 2000; Shonkoff and Phillips 2000; Whitebook et al. 1989; Zaslow
1991). Questions in the FACES 2006 Head Start teacher interview assessed group size, classroom
staffing, rate of absenteeism, and overall behavior of children in the classroom. With the exception

of absenteeism, kindergarten teachers reported on the same items.

5. Teacher Beliefs

Teachers’ knowledge and beliefs about best teaching practices for early childhood education
may also affect classroom quality and the type and number of learning activities for children. In
FACES 2000, teachers’ beliefs and knowledge about eatly childhood development were found to be
a conduit between their educational levels and observed classroom quality. The higher a teacher’s
degree, the higher the scotes on the beliefs scale and the observed quality of his/her classroom
(ACF 2003). The assessment of Head Start teachers’ knowledge and beliefs about early childhood
education practices in FACES 2006 was based on 15 statements representing opinions on how Head
Start children should be taught and managed (Burts et al. 1990). Two statements posit that “Head
Start classroom activities should be responsive to individual differences in development” and
“Students should work silently and alone on seatwork.” The Head Start teacher indicated whether
and to what extent he or she agreed or disagreed with each statement based on a five-point Likert-

type scale (1 = “strongly disagree”; 5 = “strongly agree”). These items were not asked of

kindergarten teachers.

6. Teacher Mental Health

Teachers play an important role in children’s lives, and self-reports of mental health provide
critical information about the environment of head start classrooms and teachers’ interactions with

children. In fact, research has documented links between teacher psychological well-being and the
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quality of care children receive (Gerber et al. 2007). Therefore, FACES 2006 included the short (12-
item) form of the Center for Epidemiologic Studies Short Depression Scale (CES-D) in parallel
with the mental health items asked of parents. This form (Radloff 1977; Ross et al. 1983) determined
levels of depressive symptoms among Head Start teachers. In FACES 2006, most Head Start
teachers did not report elevated depressive symptoms in the fall of 20006, although nine percent
reported moderate levels of depressive symptoms, while another five percent reported symptoms of

severe depression (Tarullo et al. 2008). These items were not asked of kindergarten teachers.

7. Parent Involvement

One type of interaction that affects the quality of early childhood programs is the relationship
between parent and teacher. Communication between them, as well as agreement in child care
practices, has been related to child outcomes. In particular, the degree of “attunement” between the
child care practices at home and those delivered in alternative environments has been shown to be
an important factor in child outcomes (van IJzendoorn et al. 1998). FACES 2006 assessed how
often Head Start teachers met with parents, what took place in those meetings, and what input

parents offered for the curriculum. These items were not asked of kindergarten teachers.

8. Planning and Assessment

As in prior FACES, the 2006 survey asked Head Start teachers about their autonomy in daily
instruction planning and whether they have daily written plans. They also were asked to describe
their main assessment tool, its use in planning, and the frequency of assessment. These items were

not asked of kindergarten teachers.

9. Child Nutrition and Activity Levels
Recognizing that teachers are another source of information about children’s eating behaviors
and activity levels, specifically within the Head Start classroom, FACES 2006 introduced a new set

of items on nutrition and activity. Head Start teachers were asked about the availability of outdoor
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play space available and the amount of time children spent outdoors during the school day, and
whether children consumed sweetened beverages as part of meals or snacks at the Head Start site.

These items were not asked of kindergarten teachers.

10. Professional Development and Program Management

Teachers’ ongoing professional development ensures currency of practice. For FACES 2006,
Head Start teachers provided information about staff training (for example, frequency, who
conducts the training, and format). In addition, teachers responded to 12 statements about program
management, all of which relate to the climate encountered by teachers (for example, “Your Head

<

Start program helps teachers feel good about their jobs”; “...ensures that teachers do not feel

isolated”; and “...has timely delivery of materials for use in the classroom” (Lambert et al. 1997).

Teachers indicated whether and to what extent he/she agreed or disagreed with each statement in a
— o«

five-point Likert-type scale (1 = “strongly disagree”; 5 = “strongly agree”). These items were not

asked of kindergarten teachers.

F. Head Start Staff Interviews

Interviews with Head Start staff provide important information about the extent and quality of
program services for families and children and about quality improvement efforts (for example,
teachers’ professional development opportunities). Program directors were interviewed in summer
2006 in conjunction with initial program contacts. Center directors and education coordinators

completed questionnaires in fall 2006.

1. Administration of Staff Interviews
Interviews were conducted with each program director by telephone. Interviews with center
directors and designated education coordinators were conducted using paper-and-pencil

instruments.
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2. Program Director Interview

Program directors were interviewed by telephone during the initial recruitment phase with
programs in summer 2006. They were asked to confirm information from the most recent version
of the Program Information Report (PIR) submitted by their agency, such as the number of centers
and classrooms per site, the number of children ages 3-5 served by the program, the percentage of
families for whom English is not the home language, and program auspices.

In addition, program directors were asked about the nature of their relationships with the
training and technical assistance provider in their region, curriculum or curricula used in their
program, and methods of child assessment. The program director interview also covered teacher
education initiatives, including the types of assistance offered to staff members working toward a
college degree, CDA, early childhood certification, or family services credential. Finally, they were
asked about their educational background and experience, level of satisfaction with their current
position, and the overall view of the Head Start program, including how its services can be

improved.

3. Center Director Interview

The center director interview collected detailed information on the characteristics of Head Start
programs and the challenges they face. It covered organizational and procedural issues in providing
children with the environments and activities designed to improve their emergent literacy, numeracy,
and language skills. Information from the interview can help improve the services Head Start
provides to children and families, as well as the technical assistance and training it provides to its
program staff.

Data from the FACES 2006 center director interview provided Head Start with a
comprehensive understanding of how the program serves families. Topics covered included the
collaboration and coordination of kindergarten transition activities; curriculum development and

articulation issues; staffing, including the number of currently employed lead teachers, newly hired
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staff, and unfilled positions; challenges of staff recruitment and retention; family and child
enrollment, retention, and recruitment; child assessment; staff training and technical assistance; and
program development issues.

The interview also covered teacher education initiatives, including the types of assistance
offered to staff members pursuing a college degree, CDA credential, or early childhood certification.
It collected administrative information about staff training (for example, frequency, who conducts
the sessions, and format). Other questions focused on interactions with the Head Start Training and
Technical Assistance network and what additional topics could be covered. Data was also collected
on parent involvement in the program, including the types of positions and activities for parent
volunteers, their active involvement in decisions about center policies and operations, and the
challenges that might arise in that collaboration. Some questions were asked specifically about the
involvement of fathers and the incentives offered to them for participating in Head Start activities.
In addition, there were questions to determine whether Head Start programs linked parents with
social service agencies, health care services, and child care.

Several questions were asked about available program slots and possible expansion, addressing
issues such as how to deal with limited space for families who want to enroll in Head Start, whether
or not there was a waiting list, and, if so, procedures for selecting children from that list. In addition,
questions were asked about implemented program expansion (in terms of slots, classrooms,
teachers, or program components).

Curriculum and assessment were also included in the interview with the center director.
Questions addressed specific curricula and types of learning activities the center director encouraged
teachers to emphasize in their classrooms. Center directors were also asked how their teachers
assessed the children’s level of achievement and progress during the Head Start year.

Just as in the teacher and education coordinator interviews, the center director responded to 12

statements about program management, all of which related to the climate encountered by teachers
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(13

(for example, “Your Head Start program helps teachers feel good about their jobs”; . . . ensures
that teachers do not feel isolated”; and “. . . has timely delivery of materials for use in the classroom”
(Lambert et al. 1997). The center director indicated whether and to what extent he or she agreed or

disagreed with each statement in five-point Likert-scale responses (1 “strongly disagree”;
5 = “strongly agree”).

Home visits, including frequency and staffing, were other topics covered by the center director
interview. The center director reported on the roles and activities of family service workers and on
their assistance to ease the child and the family’s transition to kindergarten. Finally, the interview

inquired about demographic and educational background information, along with the director’s

overall view of the center, including how its services could be improved.

4. Education Coordinator Interview

The education coordinator interview gathered information to assess whether Head Start
programs support teachers in providing developmentally appropriate educational environments and
to understand how the programs work with parents and children. The interview collected detailed
information on the characteristics of Head Start programs and the challenges they face and the
attitudinal, organizational, and procedural issues involved in providing children with environments
and activities designed to improve their emergent literacy, numeracy, and language skills.
Information from the education coordinator interview can contribute to an understanding of the
services Head Start provides to children and families and the technical assistance and training it
provides to its program staff.

The interview collected information on what the coordinator considers his or her three major
responsibilities within the Head Start program, what type of training they received and how often

during in the past yeat, and the three types of training that he/she considered most important.
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Administrative questions regarding staff training (for example, frequency, who conducts the training,
and format) were also asked.

Questions were asked questions about specific program curricula and the types of learning
activities teachers were encouraged to emphasize in their classrooms. Data on methods for
measuring children’s level of achievement and their progress during the Head Start year were also
collected.

Just as with the teacher and center director interviews, the education coordinator responded to
the same 12 statements about program management, all of which related to the climate encountered
by teachers.

The education coordinator’s knowledge and beliefs about appropriate teaching practices for
early childhood education may affect classroom quality and the types and number of learning
activities the program provides to its students. Their choice of curriculum and training, as well as the
tools he/she recommends to teachers, may be guided by these beliefs. Knowledge and beliefs about
early childhood education practices are assessed through 15 statements representing opinions on
how children in Head Start should be taught and managed (Burts et al. 1990). Since these same items
are posed to the teacher, a comparison of the teacher and education coordinator responses can
provide further context for the educational environment provided to the children.

Finally, the interview asked for demographic and educational background information, along
with the education coordinator’s overall view of the program, including how its services can be

improved.

G. Data Collection Schedule and Periodicity

As noted earlier, FACES 2006 collected data at four time points over a 33-month period
beginning in the fall of 2006 and ending in the spring of 2009. In Table VIL3, we present

information on the data collection components by wave.
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Table I11.3. Summary of Data Collection Components, by Wave

Fall 2006 Spring 2007 Spring 2008 Spring 2009
3-Year-Old Cohort Child in Head Start Child in Head Start ~ Child in Kindergarten
Direct Child Assessment X X X
Parent Interview X X X X
Teacher Child Report X X X X
Teacher Interview X X X X
Classroom Observation X X
Center Director Interview X
Education Coordinator

Interview X
4-Year-Old Cohort Child in Head Start Child in Kindergarten
Direct Child Assessment X X
Parent Interview X X X
Teacher Child Report X X X
Teacher Interview X X X
Classroom Observation X X
Center Director Interview X
Education Coordinator
Interview X
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IV. DATA COLLECTION PROCEDURES AND RESPONSE RATES

Each wave of the FACES 2006 data collection involved multiple respondents and the use of
several instruments. During the years that children in the study were attending Head Start, data
collection was especially complex. To accomplish the required tasks needed to prepare for and
conduct visits to Head Start programs across the U.S., a team approach to data collection was used.
It was also necessary to develop a set of standardized procedures and to train field staff in their use
uniformly across all data collection sites. In this chapter, we describe (1) Mathematica’s approach to
collecting the FACES 2006 data, (2) training of field staff prior to beginning data collection,
(3) procedures that were followed to complete data collection in each Head Start program, and

(4) outcomes of these efforts expressed as response rates.

A. Team Approach to Data Collection

Data collection was accomplished through a team approach that began with eight FACES
coordinators gaining the cooperation of the Head Start program and center staff, and arranging task
details with the person the program designates as an on-site coordinator (OSC). FACES
coordinators worked with the OSCs to customize a data collection plan specific to each site
depending on the length of the program week and day, space availability for conducting assessments,
and children’s nap times and mealtimes. The FACES coordinators also worked with the OSCs to
obtain rosters for the selected participants in the study and obtain parental consent. Once all
advance arrangements had been made, field staff teams of four to seven people each were assigned
the task of visiting the programs and conducting all child assessments, interviews, and in the spring
of the Head Start years, classroom observations. The field staff worked under the direction of the
two Mathematica field supervisors, who reported directly to the FACES survey director.

Field staff team members had specific roles during the data collection (see Table IV.1). Each

team had a leader with Head Start familiarity, was trained to oversee scheduling and productivity at
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each site, administer interviews to program directors, center directors, and education coordinators
(fall 2006), and teachers, and conduct classroom observations (spring 2007). Other team members
included an additional observer in spring 2007 (also designated as “assistant team leader,” and

trained to administer assessments and provide backup for the team leader) and two to five assessors.

Table IV.1. Summary of Team Member Data Collection Roles

Classroom Child Parent
Observations Staff Interviews Assessments Interviews
Team Leader v ve v v
Assistant Team Leader v v v v
Assessor/Interviewers v v

In order to maximize flexibility in scheduling, each team visited seven or eight programs during
each week of the 10-week field period. Data collection teams were customized for each wave and
week of the process based on program location, the number of bilingual FACES children to be
assessed, number of staff and parent interviews, and whether classroom observations were to take
place. Table IV.2 shows the number of staff certified for data collection in each role at each round

of data collection.

Table IV.2. Number of Staff Certified in Each Role

Number of
Number of Team Number of Assistant Assessor/Interviewers
Data Collection Round Leaders Certified Team Leaders Certified Certified
Fall 2006 9 50
Spring 2007 10 10 37
Spring 2008 10 55
Spring 2009 10 25

Teams were assembled to cover broad geographic regions and spend considerable time on the
road. The criteria for selecting field staff stressed assessment experience with children, interpersonal
skills, and the ability to multitask and work in a flexible team environment. In addition, field staff

were expected to secure the cooperation of center staff and parents and be able to locate parents
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who had moved. A large number of FACES children and parents speak Spanish as their primary

language; therefore, special efforts were made to recruit Spanish-speaking bilingual field staff.

B. Field Staff Training

In this section we discuss the goals of team leader and field staff training and the specific
training they received in preparation for the fall 2006 and spring 2007, 2008 and 2009 waves. A full
training of team leaders and assessors was held in fall 2006, and in spring 2007 we held a training
session for a small number of new FACES staff. We also conducted a train-the-trainer session for
team leaders so that they could conduct local on-site refresher trainings for returning staff. Team
leaders and assistant team leaders were also trained to conduct observations in spring 2007.
Refresher training for returning staff was conducted in 2008 and a training session was held for a
small number of interviewers who joined the team because of attrition. In spring 2009, a mini-
refresher training was held for half of the staff, all of whom had worked on previous waves of

FACES 2006.

1. Training Goals

FACES data collection was multifaceted, and so a key goal of training was to ensure that a
broad spectrum of tasks was mastered. The aim in training field staff was to ensure that trainees

achieved the following skills:

e Fluency in the study goals and design and the sample rationale so that they could
respond to questions from program staff and parents.

e Proficiency in the specific techniques required to carry out their assignments, such as
administering certain assessments, observations, and interviews.

e Ability to use all the computer systems for entering and transmitting data and for
administrative record keeping.

e Mastery of FACES field techniques, including contacting and consent procedures,
interviewing techniques, refusal avoidance and conversion, safety, record keeping, and
maintaining confidentiality.

e Ability to work smoothly and seamlessly with team members and the OSC.
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All field staff were trained in techniques for working with reluctant or overly active children. If
staff were being trained as observers, they were required to demonstrate the ability to be unobtrusive
while remaining highly observant. Trainees also needed to be sensitive to issues raised by collecting
information from children and parents with special needs and from English-language learners. To
determine whether goals were met, training included brief quizzes, observations of practice sessions,

and skill certifications.

2. Fall 2006 Training

For the fall 2006 data collection, carefully constructed training guides were used to conduct
training of team leaders and assessors/interviewers led by expetienced project staff. A week before
the sessions, all trainees received a home study manual that introduced them to the project and
explained their roles. The advance materials also contained “scavenger hunt” tests to ensure that
trainees reviewed the material carefully. Another test covered each component of the study. These
tests were used as part of the introductory discussions for each area (interviews, assessments, and
interviewer observations and ratings), as well as for the initial project discussion. Training for the
first round of data collection took place in mid-August 2006 and consisted of two back-to-back
sessions. The first session was for the team leaders and covered management of the project and staff
interviews. The second included all team members and covered working together as a team, step-by-
step administration of child assessments, and conducting parent interviews using computer-assisted
personal interviewing (CAPI). Each session started with an introduction to Head Start and to
FACES. Training included the administration of all measures as well as use of laptop computers to
enter and transmit data and to perform administrative reporting. Members of the Mathematica
project team led the training segments for the assessments and for the parent interview. FACES

coordinators assisted the lead trainets.
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Team leader training. All team leaders attended a one-and-a-half-day session that emphasized
effective teamwork and covered the administrative responsibilities related to coordinating with the
OSC, scheduling team activities, managing the team, and reporting to the field supervisors. It
included group discussions and practice with the field management software used to facilitate
management of the team’s activities. Team leaders were also trained to administer the electronic and
paper-based staff interviews. Trainers reviewed the instruments section-by-section with the trainees
and reviewed definitions of key concepts so that team leaders would be able to answer questions in
the field. Trainees practiced the interviews in pairs, with trainers monitoring the mock interviews to
ensure that trainees were comfortable with the content and procedures.

Team leaders were also trained in effective follow-up procedures, including helping teachers
complete Teacher Child Reports (TCRs) using the web-based option. During data collection, each
Head Start teacher was asked to complete approximately 10, either using paper-and-pencil or the
web-based report, one for each of the selected children for whom we had obtained parental consent.
Teachers self-administered the TCRs, but the team leaders were responsible for checking in with the
teachers to see if they required any help with the process.

Child assessment training. All team members were trained to conduct child assessments.
Administering assessments to preschool children required a comprehensive training approach that
included a section-by-section and item-by-item discussion of the assessment measures, paired
practice, and certification. By the end of training, which lasted a total of five days, the assessors had
mastered the skills necessary to screen children for language ability, administer the assessment
battery, work with children at different levels of development, English-language learners, and
children with disabilities, and to work with other members of the team to coordinate activities.

As a part of their home study, prior to training, trainees were given a DVD with an example of
a direct child assessment conducted by a trainer with a 4-year-old child. The video demonstrated the

administration of each item and the flow of a complete assessment. During training, trainees
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discussed the videotaped administration: how the materials were used, how the model assessor
presented each item to the child, and how items were scored. Trainers described each instrument
item-by-item, and pairs of trainees practiced with the assessment materials before moving on to the
next section.

All direct child assessments for FACES 2006 were administered with the aid of a laptop
computer. Assessors learned how to use the assessment easel and computer in tandem and were
given several opportunities to practice their new skills.

Particular attention was given to assessing children with special needs and with limited English
proficiency, as well as managing interruptions and interference. Trainers presented trainees with
situations encountered by assessors working on other projects and then asked how they would
proceed. Drawing from the work project staff had done on other studies, trainees were also
instructed about a standard set of approved modifications to assessments developed to
accommodate children with special-needs children or disabilities, and were provided a list of
conditions for which assessments were not possible, regardless of modifications (for example, severe
visual impairment). Assessors were trained to work with Head Start staff to identify children who
required such accommodations and to document any adaptations that were made to accommodate
children with special needs or disabilities.

Parent interview training. All team members were trained to conduct parent interviews. The
one-and-a-half day training session included the goals and background of the parent interview, a
review of using CAPI, instruction on interviewing techniques, a question-by-question review of the
instrument, and paired practice administering the interview. By the end of training, each interviewer
was required to demonstrate proficiency through successfully conducting mock interviews with the
trainer and other trainees.

Field staff were not always able to complete all the parent interviews during the one-week visit

to a Head Start program. Interviews not completed in the field were transferred to Mathematica’s
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Survey Operation Center (SOC) to be completed by trained telephone interviewers. All telephone
interviewers received Mathematica’s standard 12 hours of general and computer-assisted telephone
interviewing (CATI) training, which covered general telephone interviewing techniques as well as the
use of CATI and telephone equipment. The telephone interviewers also received an additional 12
hours of training on the FACES parent interview, similar to the field staff, including an overview of
the study and a question-by-question review of the instrument.

Bilingual staff training. Fach data collection team had at least two bilingual members who
spoke English and Spanish. Bilingual staff administered the child assessments to children whose
primary home language was Spanish and conducted the parent interview in Spanish when needed.
They attended additional training sessions over two days to learn the Spanish parent interview and
Spanish assessments. During these sessions, Spanish-speaking trainers reviewed the Spanish versions
of these instruments, and the trainees practiced their Spanish administration in pairs. Bilingual staff
were certified on both the English and Spanish instruments.

Administrative reporting. FACES 20006 relied on a computerized system to track the progress
of the field operations and the status of each instrument and case. All members were instructed on
the use of this system and about the importance of regular, timely transmission to Mathematica.
These transmissions send data from completed assessments and interviews to Mathematica and
provide team members with up-to-date information on the status of the sample in their programs.

Certification of assessors. Proficiency with the child assessment protocol was critical for
collecting valid and consistent data. Assessors were required to administer the assessment to a 3- or

4-year-old child' on the last day of training under the close observation of a member of the project

! Bilingual trainees were also certified on the Spanish assessment measures by conducting the assessment in pairs,
with one trainee using a Spanish language script to provide responses. Bilingual trainers observed using a bilingual
certification form, which parallels the English form.
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training team who acted as a certifier. The certifiers were trainers and assistant trainers who had
been certified as “gold-standard” assessors by the senior survey director or survey director during a
two-day training in July 2006.

During field staff training, the certifiers completed a standard certification form that rated
trainees on technical aspects of the assessment, as well as rapport and fluidity. Trainees were
required to meet a certification standard that exceeded 90 percent, receiving 398 of the possible 430
points on the certification form. Any trainee who did not meet this standard was asked to practice
the assessment at home after the training and was sent a video camera to record an assessment with
an age-appropriate child. The assessor submitted the video to Mathematica for review by a member
of the training staff, who used the same certification criteria and form used during the training.
Trainees who met the standard after submitting a videotape received a provisional certification.

For assessors with provisional certification, one of Mathematica’s quality assurance staff
observed and rated their first assessment with a FACES sample child. It was only after they passed
the in-field certification that they were considered certified to continue assessing the FACES
children. Six of the 60 trainees were asked to submit a video; five did so and passed at this second
stage. The remaining trainee did not work on the project. In all, 60 field staff were trained and 59
were certified and went on to successfully complete their FACES 2006 assignments.

Certification for various types of interviews. The FACES team members conducted parent
and teacher interviews using CAPI and interviews with center directors and education coordinators
using paper and pencil. As part of training, team members who conducted the parent interviews
took part in semi-scripted mock interviews monitored by training staff. This demonstrated whether
or not the interviewer could properly conduct the interview—read the questions as worded,
answered questions respondents raised, recorded responses accurately, and avoided using leading
probes. Interviewer errors during the mock session were assigned a point value based on the severity

of the error. For example, probing errors or major script deviations were two point errors, minor
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script omissions were one point. To be certified on each instrument, interviewers must have
received fewer than 15 error points during the mock interview. The same procedure was used to
evaluate proficiency conducting staff interviews. All team leaders and assistant team leaders were

certified on these instruments during the August training.

3. Spring 2007 Training and Subsequent Years

The approach to field staff training for spring 2007 differed from that conducted in fall 2000.
Two factors contributed to this change. First, in spring 2007, field staff had already completed neatly
three months of intense field work that involved administering the same set of instruments to be
used in later waves (with some modifications). Second, the spring 2007 data collections included a
new component—the classrooms attended by the study children were observed to obtain measures
of classroom quality and instructional approaches. Below, we describe both the refresher training
that all team members were required to complete prior to the start of the spring 2007 field period,
the attrition training we conducted for assessors new to FACES 20006, and the classroom
observation training that team leaders and assistant team leaders of each of the eight teams attended.

Spring 2007 refresher training. Except for training on classroom observations for team
leaders and assistant team leaders, the spring 2007 training consisted of reinforcing skills for
experienced field staff. Team leaders attended a two-day train-the-trainer session in Washington, DC
in March 2007. The training was conducted by the FACES survey director and focused on
reminding staff of child assessment procedures, wording, and gesturing. Team leaders were also
refreshed on the parent interview and instructed on its new sections for the spring round. Team
leaders were also given mock parent interviews to practice. The train-the-trainer session concluded
with certification training for team leaders. Gold standard project staff recertified the team leaders

on the child assessment while they conducted a scripted mock child assessment in pairs. Team

75



HHSP23320052905YC Mathematica Policy Research

leaders were recertified on the child assessment using the same certification form and criteria used in
fall 2006. All 10 of the team leaders passed certification.

Classroom observer training. Following the team leader refresher training, 10 assistant team
leaders joined them for classroom observation training. Half of the 20 attendees had experience
conducting some type of classroom observations and had used two of the three observation
instruments to be used in spring 2007—the Early Childhood Environment Rating Scale (ECERS-R)
and the Arnett Scale of Caregiver Behavior. The third instrument, the Classroom Assessment
Scoring System (CLASS), was new to all observation staff. Team leaders and assistant team leaders
attended a seven-day training session on the FACES observation measures. Training on the
observation measures followed a regimen Mathematica established for the Early Head Start
Research and Evaluation Project and used in several subsequent studies. Training involved
classroom presentations, quizzes, and practice in classrooms. Training also included lectures on the
components of each item in the observation measures, discussions of how to score more difficult
items and not easily observed items, and a review of how to conduct an observation. The trainees
conducted the observations using paper-and-pencil instruments and were trained to enter data into
laptop computers.

Observers received a one-and—a-half day classroom training on the ECERS-R followed by a
half-day training on the Arnett scale and classroom observation protocol. Following this, gold
standard trainers and groups of four trainees visited two preschool classrooms on subsequent days.
The first day allowed trainees to practice scoring the ECERS-R and Arnett and the second day
established reliability on these two observation tools. The first practice observation visit ended with
the groups discussing their scoring in detail and determining a consensus score for each item in the
observation battery. Smaller groups discussed discrepancies and troubleshot problems identified by

trainees. After the small groups met, the entire group of trainees reconvened, and each group
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presented areas it found unclear or otherwise problematic and offered interpretations of the scoring
for these items.

ECERS-R and Arnett Observer certifications were also conducted on the second day. A small
group of trainees and the gold standard observer trainer conducted a preschool classroom
observation and recorded all scores on a reliability scoring sheet. The trainet’s observation score was
considered the gold standard score for certification. Only when a trainee matched the gold standard
score, plus or minus one point for 80 percent of the items, was the score considered reliable and the
staff certified to conduct the classroom observations in the field. When scores did not match, the
group discussed the reasons for divergent scores. However, only the originally recorded scores were
used for reliability certification. Scores resulting from the post-reliability discussions were used for
instructional purposes only. Two of the 20 observer trainees who did not meet the reliability
standard for the ECERS-R received an additional opportunity to meet the certification standard.

Observation trainees were next introduced to the CLLASS observation measure and received
one-and-a-half days of classroom training on the instructional support domain. CLLASS training was
developed by the publishers and was based on observation of videotaped classroom vignettes. After
a lecture presentation, trainees viewed and coded five 20-minute segments. After each segment,
trainees were given 10 minutes for coding and then scores were discussed. Trainees were given the
master codes and justifications provided by the publisher. After the five practice vignettes, trainees
viewed and coded five 20-minute reliability vignettes and followed the same procedure as the
videotaped segments. Trainees who did not meet the certification criteria of 80 percent agreement
within one point of the master codes across the five vignettes received additional training and were
given three more vignettes to observe and code. After this second reliability try, one trainee still did
not meet the certification criteria and was given two more video vignettes to observe and score. All

20 trainees passed the video certification by the third attempt, as allowed by the publisher.
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Following the CLASS instruction, trainees were then given an opportunity to practice scoring
the instrument in a preschool classroom. In groups of four, three trainees, accompanied by a gold
standard observer, conducted four 20-minute observation cycles followed by 10 minutes for coding.
After the observation, trainees returned for discussion and compared their codes against those
recorded by the gold standard. Three of the 20 trainees did not pass in-field observation and were
given an additional opportunity to do so on the last day of observation training.

The trainees were given the opportunity to put all of their new skills together in the classroom
environment on the last day of observation. Groups of three trainees and a gold standard trainer
conducted all three types of observations in a preschool classroom. The trainees who had not
previously passed the ECERS or in-field CLLASS certification were given a final chance to meet the
certification standards. Nineteen of the 20 trainees met these standards. One trainee did not pass the
in-field ECERS certification on this second attempt. This trainee was given additional help from a
gold standard trainer and conducted a paired reliability certification on her first field observation
visit with a gold standard trainer and was certified to collect observation data in the field.

Attrition training for new staff. Because most of the fall field staff returned, only five new
members were trained for the spring 2007 data collection. This training was conducted
simultaneously with the team leader training by the deputy survey director. New field staff came for
a four-day training that followed the fall 2006 model. New assessors were required to administer the
assessment to a 3- or 4-year-old child on the last day of training. Certifications were conducted by
team leaders under the close observation of a member of the project training team. Team leaders
certified the new staff using the same certification criteria and certification form used in previous
trainings. Certification standards required that new trainees exceed 90 percent on the certification
form, receiving 398 of the possible 430 points. All five new staff passed the child assessment

certification.
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Local Refresher Trainings Conducted on-site by Team Leaders. During the train-the-
trainer session, team leaders were given an agenda and scripts to use to conduct the refresher
training for returning assessors and assistant team leaders. Each session was conducted locally the
Sunday before the first week of data collection. The refresher training focused on reminding
assessors of the paths that could be followed in the child assessment and the proper gesturing.
Assessors were given mock assessments for practice. Team leaders also refreshed returning team
members on the parent interview, focusing on how to make changes to the household roster. New
sections of the parent interview for the spring round were also discussed including questions about
satisfaction with Head Start and where children would be attending school the following year. Team
leaders certified all of the returning assessors before the beginning of data collection on both the
child assessment and the parent interview; returning assessors worked in pairs using mock scripts,
while the team leaders certified them using the same certification forms previously used at training.
The certification criteria for the child assessment were the same as fall 2000, trainees were required
to meet a certification standard that exceeded 90 percent. That is, they must have received 398 of
the possible 430 points on the certification form completed by the team leader. Certification on the
parent interview was also the same—staff needed to receive fewer than 15 error points during a
mock interview to be certified. All 42 of the returning staff met the certification criteria on site.

Telephone Interviewer Training. In spring of 2007, parent interviews were primarily
conducted using CATIL. All telephone interviewers received Mathematica’s standard 12 hours of
general and CATI-specific training, which covered general telephone interviewing techniques as well
as use of CATI and telephone equipment. They also received 12 hours of training on the FACES
parent interview that included an overview of the study and its goals, information on the study
population, and a question-by-question review of the parent instrument. Before beginning the
telephone interviewing in the field, trainees practiced the telephone interview in pairs using mock

scripts.
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4. Spring 2008 Training

In spring 2008, a larger training than the previous year was conducted to account for staff
attrition and the addition of the home-based kindergarten component of the data collection.?

The spring 2008 training was complex in that two groups of staff were trained. First, because of
attrition from the previous spring, 19 new assessors were trained. They followed the same four-day
training plan for child assessments and parent interviews described above for the new field staff in
spring 2007. Similar to the fall 2006 training, the new field staff training culminated in a certification
day where trainees were certified by conducting an assessment with a 3- or 4-year-old child while a
gold standard member of the training staff completed the certification form. Certification criteria
remained the same as in previous waves with trainees needing to achieve 90 percent or better on the
certification form.

The second group attending the spring 2008 training was the 10 team leaders and 36 returning
assessors (no assistant team leaders were needed in the 2008 round). They received a one-day
refresher training session on the child assessment and parent interview and were certified in a mock
child assessment on the second day, which was conducted in pairs. A member of the training staff
certified the assessors using the same certification form used in previous round with a score of 90
percent or better as the passing criteria.

All field staff attended a two-hour session on field locating which included strategies for finding
parents for whom we did not have current phone numbers, and a discussion on conducting child

assessments in the home versus the Head Start center.

2 In the spring of 2008, a pilot test of the full CLLASS observation measure was conducted. The 10 team leaders
were trained on the CLASS and conducted observations in 146 classrooms. The training, data collection, and findings
from this pilot study are included in separate report.
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5. Spring 2009 Training

In spring 2009, with only the 3-year-old cohort left in kindergarten, only half the assessors were
needed for data collection. Thus, 35 of the spring 2008 field staff, including the team leaders and
assistant team leaders, were invited back to attend a two-day refresher training on the child
assessment, parent interview, and locating techniques. All field staff were certified on the child
assessment and parent interview in pairs using scripted mocks while observed by a gold standard
trainer. Certification criteria remained the same as in previous trainings; a minimum score of 90
percent on the child assessment certification form was required. All 35 returning staff met this

criteria.

C. Planning and Conducting the Site Visits

In this section we describe the activities leading up to the FACES data collection team’s arrival
at the sampled program site and the procedures to be followed. The focus is primarily on the fall

20006 visits with brief update descriptions of the spring 2007, 2008, and 2009 activities.

1. Planning for the Fall 2006 Data Collection Visit

Most of the planning for the fall 2000 site visits occurred in the weeks leading up to the fall data
collection. This required coordination between the FACES coordinators, OSCs, Mathematica field
supervisors, and team leaders. Figure IV.1 shows the structure of the project’s data collection staff

and the relationships between the different members.
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Figure IV.1. Structure for Data Collection Staff
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Planning meetings were conducted by telephone during the summer, when the OSCs and the
FACES coordinators worked with Head Start programs to determine the optimal week to visit a
program within the field period window. They also worked to identify a suitable location(s) for
conducting the assessments and to schedule staff interviews. The OSC further helped coordinate
data collection at the site by facilitating the parental consent process, tracking the receipt of consent
forms, contacting sample families to let them know of their selection for the study, and scheduling
the data collection activities. All of the activities culminated in a written site-specific data collection
plan that was shared with the OSC, the Mathematica field supervisors, and team leaders.

After a data collection week was scheduled, the Mathematica field supervisor assigned a data
collection team to conduct the site visit. The team leader, with assistance from the field supervisor,
worked with the OSC to develop and refine the schedule for conducting the child assessments and
for interviewing parents and Head Start staff.

The OSC let teachers know when children from their class would be assessed. The data
collection team attempted to follow the schedule set by the OSC, but it was sometimes necessary to
make adjustments because of child absenteeism or other unavoidable circumstances. When sample
children were absent, team leaders worked with the OSC to reschedule.

Scheduling parent interviews was one of the OSC’s most important and challenging
assignments. The OSC worked with parents to schedule a time and to identify the language for the
parent interview. In most cases, if the parent needed to be interviewed in Spanish, a Spanish-
speaking interviewer was available. For a language that could not be accommodated, an interpreter
outside of the Head Start program was used, or the interview was scheduled to be conducted by a
member of Mathematica’s SOC. To accommodate working parents, data collectors conducted
interviews in the evenings and on weekends. The OSCs were given a draft form letter that they sent
home to parents to confirm the appointment and they also reconfirmed by telephone the day before

the appointment. Again, the data collection team attempted to follow the schedule set by the OSC,
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but adjustments were necessary because of missed appointments or other circumstances. When
appointments were missed, team leaders worked with the OSC to reschedule the interviews or to
assign them to the SOC. Parent interviews not able to be completed during the field data collection

week were also sent to Mathematica’s SOC for completion by phone.

2. Conducting the Fall 2006 Site Visits

For the fall 2006 data collection, site visits began in mid-September and ended in mid-
November, a period of 10 weeks. The start of data collection at the 60 Head Start programs was
staggered based on the start dates of the programs, so that each program was visited as close as
possible to the its start date. Occasionally this schedule was altered because of specific program
requests. We accommodated a program, for example, that asked to move their data collection date
back a week or two because the suggested schedule conflicted with the timing of their federal
program review. Data collection at each program was to be completed within one week during
which, on average, each team visited two Head Start centers within a program, assessed 60 children,
and interviewed their parents. Team leaders also conducted two center director interviews, up to two
education coordinator interviews, and six teacher interviews. In addition, they monitored the
completion of 60 TCRs, self-administered on paper or on the web.

The visit to each Head Start center followed a similar schedule. When the team arrived, it first
met with the OSC, who introduced the team to the center director and other program staff. The
team leader reviewed the data collection plan with the OSC.

The team would arrive at the center before the children and talk to the classroom teachers to
determine whether any children should be assessed at particular times or had special needs requiring
accommodation—for example, children who are most alert early in the day or who should be

assessed directly after snack time, or those who should wear eyeglasses when assessed.
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An assessment log was used to sign out children from a classroom before they were escorted to
the designated assessment area. The log permitted other team members to know, as the week
progressed, which children had not yet been assessed. After the assessment, the assessor returned
the child to the classroom and once again signed the log indicating that the assessment was complete
and the child had been returned the classroom.

Direct child assessments. Ideally, the assessment was administered to each child in a room
other than the classroom—a quiet environment free of distractions. Because space was at a premium
in some centers, the team leader worked with the OSC during the planning phase to identify the best
possible space. Each assessment took about 30—45 minutes to administer. As mentioned above, the
assessor was trained not only to administer the assessment in a standardized format but also to
develop rapport with the child, be sensitive to the child’s cues and needs, and to monitor the child’s
emotional state. If a child was sick, tired, or upset, the session was terminated early and rescheduled
for completion based on the teacher’s advice. The CAPI program allows for an assessment to be
terminated prematurely and records the answers up to that point. If a second attempt is made to
complete the assessment, the CAPI program returns to the spot of the previous termination. This
same approach was used with children who, because of a special need, were unable to complete the
assessment in a single session.

Staff interviews. At a time convenient for each teacher, the team leader conducted the CAPI
teacher interview and then asked the teacher to complete a web-based TCR form for each sampled
child, if they had not already done so. Incentive payments were given to teachers who completed the
TCR form ($5.00 per completed paper form) with an added incentive for completing it on the web
(87.00 per completed form). To encourage teachers’ use of the web option and a timely completion,
team leaders gave teachers a check for $25 once they had completed at least one TCR. The balance
of the incentives, as noted above, was mailed to teachers within two weeks of their completing the

TCRs for children in their classrooms.
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As part of the fall 2000 site visit, the team leader conducted interviews with the center directors
and the education coordinators. In some circumstances, the assistant team leader conducted the
teacher and education interviews.

Parent interviews. The goal was to conduct a CAPI interview with each sampled Head Start
parent in person during the fall 2006 data collection visit. The OSC informed consenting parents
whether or not they had been selected and then scheduled the interview at one of the selected
centers. Weekend and evening appointments were scheduled to accommodate working parents, and
the entire schedule was set prior to the data collection visit. Once the site visit began, the team
leader assigned interviewers to the appointment slots at the various centers and tried to
accommodate parents who requested the interview at another location such as their home. When
necessary, the parent interview could be conducted by telephone. The OSC attempted to contact
parents who missed appointments and to reschedule them at a convenient time.

When it was not possible to complete all the parent interviews within the one-week field period,
there were two options for rescheduling. One was for a member of the team to stay over a few extra
days to complete the outstanding interviews. A second option was for the remaining parent
interviews to be completed by a telephone interviewer at Mathematica’s SOC. The decision was

made by the field supervisor in consultation with the survey director.

3. Spring 2007 Data Collection

In spring of 2007, Mathematica staff attempted to interview all parents and assess all children
who were eligible for the spring interviews by virtue of still being enrolled in Head Start at the time
of the data collection. Children who left Head Start or moved to a Head Start center in a program
not sampled for FACES 2006 were not eligible for the spring 2007 round of data collection. The
lead teacher in each Head Start classroom containing a sampled child was interviewed again. If the

teacher had been interviewed in fall 2006, they were given a brief follow-up interview. A longer

86



HHSP23320052905YC Mathematica Policy Research

interview was conducted with teachers who were new to the study. There were no plans to conduct
a second interview with the center director or education coordinator if an interview was not
completed; they were not interviewed again after the fall 2006 round of data collection.’

The basic data collection procedures followed in fall 2006 were repeated in the spring 2007
wave (between mid-April and mid-June), when the sample children were at the end of their first year
of Head Start. The spring 2007 data collection procedures differed from the fall in that parent
interviews were conducted primarily by telephone, and classroom observations occurred.

In February 2007, the FACES coordinator reconnected with the OSC to plan for the spring
activities. The coordinator discussed the best time for data collection and reviewed the sample of
children and identified those who remained in the sampled center, those who transferred from the
sampled center to another center within the program, those who moved to another Head Start
program, and those who left the Head Start program entirely. The coordinator also reviewed the
addresses and telephone numbers on file for the families and determined whether, to the knowledge
of the program, there had been any changes since the fall 2006 data collection. Mathematica updated
the contact information in its FACES survey management system’s locating database as new
information became available. SOC telephone interviewers had access to this information as well as
to other locating information obtained during the fall 2006 parent interview including the name and
telephone numbers of relatives and friends. With this information, interviewers unable to locate the
parents were able to contact relatives or friends. When needed, SOC staff used directory assistance
and online database resources to obtain updated telephone numbers. If these measures failed, a team
member worked with the OSC to arrange a meeting with the parent when the child was picked up

from the program or to visit the parent’s home to conduct or arrange for the interview.

3The only exception to this is if a child moves to a nonsampled center in a sampled program.
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4. Spring 2008 Data Collection

The spring 2008 data collection was the most challenging, as the FACES 2006 children were
divided between those who were still attending Head Start (3-year-old cohort) and those who left
the program and were attending kindergarten (4-year-old cohort). Those who were 3 years old at
entry were eligible for this data collection if they were still enrolled in the sampled program or in
kindergarten. Those who were 4 years old at entry and were eligible for the spring 2007 Head Start
data collection were eligible again if they were attending kindergarten or if they remained in Head
Start.

Prefield activities. In December 2007, FACES cootdinators asked the OSCs for information
on the children in the study, including those still attending the program and those who left and were
attending kindergarten. In January 2008, all parents received letters reminding them of the spring
data collection. They were asked to complete and return, in a prepaid envelope, an update form
supplying current information on the family’s address and telephone number. For children attending
kindergarten, information was collected on the child’s school and kindergarten teacher’s name.
Mathematica made reminder calls to parents who do did not return the update form, and, when
possible, took the information by telephone. Letters returned as undelivered but with address
updates were resent to the new address and included the same request for information about the
family’s telephone number and, if applicable, information on the child’s kindergarten school and
teacher. If the OSC did not have information on the whereabouts of the family, the parent did not
return update information, and the child was no longer in the Head Start program, we sent an

express-mail letter requesting the parent to call the SOC. If the information we obtained from the

“Because of the shorter interval between the fall 2006 and spring 2007 data collections, a slightly modified
approach to reconnecting with parents was used. This approach relied more on OSC support to update parent addresses
and other contact information. In spring 2008, roughly one-half of the children in the study no longer attended Head
Start and parents were the best source of information on the child and family’s whereabouts.
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parents of kindergarteners was incomplete, a locating specialist from Mathematica’s SOC researched
any missing information (such as school address or teacher’s full name). For those parents of
kindergarteners who were unable to be reached by mail or phone, we turned to the spring 2007
parent interview to determine if the parent indicated their child would attend kindergarten the next
fall. The Mathematica SOC called these schools to verify children’s enrollment and to get the name
of the teacher to complete the kindergarten teacher interview.

Field data collection. For children still attending Head Start (the 3-year-old cohort), visits
were arranged by the OSCs, and data collection followed the same plan as in the spring of 2007
including most of the parent interviews being conducted by telephone from the SOC. Interviewing
began three weeks before the start of the field data collection. Some interviews with parents of Head
Start children were completed during the in-field data collection week and those not reached before
or during the in-field collection were sent back to the SOC for continued contact.

Approximately half of the sampled children who left Head Start to attend kindergarten (the 4-
year-old cohort) were dispersed to many schools. The parent interview for kindergarten parents
could be conducted by telephone or in person, but our preferred approach was by telephone before
the on-site data collection week. The assessments of kindergartners were conducted at the child’s
home, the Head Start center the child had attended, or in a public building such as a library. If the
parent interview was not complete at the time of the in-home child assessment, the assessor would
ask the parent to call into the SOC to complete the interview by telephone, if possible, or the
interviewer could conduct the interview in person if time permitted. For parents that could not be
reached by phone prior to data collection, a field interviewer was sent to their home to attempt the
child assessment and parent interview. Field interviewers also left “sorry I missed you” cards at
homes with their cell phone numbers and the SOC call-in number for families not at home. Parent
interviews not completed before or during the on-site data collection week were returned to the

SOC for telephone follow up.
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Beginning in April 2008, kindergarten teachers were sent an advance letter explaining the study,
a prepaid incentive of §25, the parental consent forms for each FACES child in their classroom, and
the website address for completing the teacher survey and TCR forms online, and a paper version of
the forms. Teachers were also given a toll-free number to call in order to complete the questionnaire
and TCR forms by telephone. We monitored teacher responses to the mailings and followed up as
necessary, first by mail and then by telephone, with teachers who did not respond. Because we relied
in large part on the spring 2008 parent interview to identify a child’s kindergarten teacher and
school, the response rates for the kindergarten teacher survey and TCRs lagged behind the parent
interview. Additionally, some of the school districts began closing in mid-May. At the end of June,
more than one month after data collection ended, we had identified 680 kindergarten teachers and
received completed teacher interviews from 60 percent (or 405 teachers). They had completed 529
TCRs, representing 48 percent of the sampled children identified as attending kindergarten in 2008.
In order to gain responses from as many kindergarten teachers as possible and to obtain completed
TCRs, we allowed teachers to continue completing the web-based instrument and to mail us hard
copy questionnaires throughout the summer months. In August of 2008, as fall of the school year
was beginning, we resent the web address and hard copy documents to all nonresponding teachers
asking them to retrospectively complete the information on the children who had been in their
kindergarten class the previous year. Data collection continued through the end of October, at
which time we had received 496 completed kindergarten teacher surveys (73% of those identified),
and 646 TCRs (59 percent of the children who were identified as attending kindergarten in spring

2008).

5. Spring 2009 Data Collection

In spring 2009, most of the children who were recruited into the sample as 3 year olds were in

kindergarten. The procedures for notifying and contacting parents and for completing the parent
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interviews and child assessments were the same as for kindergartners in spring of 2008. Children
who were already enrolled in kindergarten in spring of 2008 were not eligible for this last wave of
data collection.

The major difference between the spring 2008 and spring 2009 data collections was in the
approach to identifying the kindergarten teachers. Rather than relying on the parent interview to be
completed during data collection to provide us with the name of the child’s teacher and school, we
used data from the spring 2007 parent interview, conducted while the child was still attending Head
Start. This told us where the parent expected the child to attend kindergarten the following year. We
then matched this information to a list of schools in the same or nearby zip codes as the child’s
home address. Using this method, we were able to match 68 percent of the children in the 3-year old
cohort to existing schools in their area. An SOC locating specialist called each school to verify that
the FACES children were enrolled in the school’s kindergarten class and to determine the name of
the their kindergarten teacher(s). We matched the parent interview data with the list of known
nearby schools in January of 2009. At the end of that month the first batch of letters notifying
principals that we would be contacting teachers in their schools were sent out. In February, we
began sending letters to teachers with the web address to complete the teacher survey and the
hardcopy forms.

Because not all parents were able to accurately predict in spring 2008 where their children
would be attending kindergarten in the spring of 2009, we prioritized the parent interviews of the 32
percent of children for whom we had not matched a school. Parent interviews began mid-February.
As data from the completed parent interviews provided updated or more accurate information on
districts, schools, and kindergarten teachers, letters to districts followed by principal letters, and
finally kindergarten teacher letters and surveys were mailed on a weekly basis. At the end of the
spring data collection we had identified 840 teachers, received completed surveys from 73 percent of

them, and had TCRs for 66 percent of the 1,182 eligible children attending kindergarten.
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6. Monitoring the Data Collection

The data collection teams were overseen by two field supervisors at Mathematica’s SOC (see
Figure IV.1 above), who monitored the data collection progress daily and required each team
member to transmit data back to the home office from their laptop computer each night. Each
transmission sent the data from fully and partially completed parent interviews and child
assessments as well as information about the status of each instrument linked to a case. After team
members opened a case to begin an interview or assessment, they were required to enter a status
code for that case in order to close it. The code indicated whether the case was completed, partially
completed, or had a future appointment scheduled. Problem cases were given a status code such as
“locating problem” or “refusal.” Field supervisors also monitored on-site data collection by means

of two weekly phone calls with team leaders.

D. Quality Assurance

Quality assurance was built into every survey stage of training, prefield activities, and data
collection to ensure that data was collected and processed in a valid, standardized, and professional
manner. It included the certification of staff at the end of training, periodic visits to observe and
evaluate staff performance in the field, and ongoing monitoring of telephone interviewing. These

quality assurance activities were a part of each round of FACES data collection.

1.  Quality Assurance Visits

Certification at the end of training was designed to ensure that all field staff were competent in
administering study instruments. Quality assurance continued with two monitoring visits for each
team conducted by FACES coordinators and members of the training team in fall 2006. During
spring 2007, spring 2008, and spring 2009, each team was targeted for one visit by the FACES
coordinators or member of the training team, whose purpose was to monitor the quality of FACES

tield staff’s interactions with center staff, parents, and children, as well as the technical aspects of
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administering the instruments. All team members underwent a reliability check when the FACES
coordinators made their visit during the first week of data collection in fall 2006. An additional
check was made during a second quality assurance visit conducted in the middle of the fall 2006 and
each of the spring data collection periods. Data from these in-field reliability checks were maintained
in the FACES database along with certification data from training.

During the quality assurance visits, team members were recertified on the child assessments
using the same form and procedures employed at training to ensure that reliability was maintained.
Any team member who did not meet the reliability standards established at training was given
constructive criticism and an opportunity to practice with the FACES coordinator or team member
with the highest certification score, and was then reevaluated. To continue working, assessors were
required to meet the reliability standard set by the project for each instrument and assessment. The
FACES coordinator observed as the team leader and assistant team leader conducted interviews
with center staff and provided immediate feedback. Coordinators also listened to team members
interviewing parents and again provided immediate feedback.

Team leaders and assistant team leaders were also members of the quality assurance team with
responsibility to observe members of their team conducting assessments in order to monitor quality
on an ongoing basis. They identified departures from the study protocol and other administration
issues and discussed these with the assessors. If any assessors did not meet the certification
standards set by the project during training, the team leaders were instructed to relieve the assessor

from data collection duties until the certification standards could be demonstrated.

2. Monitoring Telephone Interviewing

CATTI supervisors monitored calls to ensure that all telephone interviews were conducted
professionally and that staff were following the standardized interview protocol. They also reviewed

interviewers’ notes maintained in the CATI system. During the first week of each field period or
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during the first week when they were working assigned case, most heavily at the start of data
collection and throughout the field period, telephone interviewers were monitored by project staff
and SOC professionals, who listened to the entire interview from dialing until completion and
immediately provided feedback. After the first week, 10 percent of each interviewer’s work was
monitored.

All parent interviews conducted using CAPI were eligible for a telephone verification interview.
In fall 2006, when many of the parent interviews were conducted in person, a random five percent
of the parents received a follow-up verification call from the SOC. In subsequent years, when the
majority of the telephone interviews were conducted from the SOC, CAPI interviews were
randomly monitored for verification—i.e., one interview conducted by each interviewer in weeks
one through four of the data collection period and one conducted by each field interviewer in the
second half (weeks five through nine) were verified. SOC telephone interviewers asked to speak to
the parent interview respondent to determine, for example, where and when the interview took
place, its duration, and whether it was conducted using a laptop computer. No instances of

interviewer fraud or inappropriate behavior toward respondents were revealed.

3. Classroom Observations

The Head Start classrooms attended by FACES children were observed by staff who completed
an extensive observation training session and then were certified on each observation measures at
the end of the training. During the spring 2007 field period, Mathematica gold standard staff
conducted a joint classroom observation with the field staff observers. Together, in one classroom,
they independently observed and completed the classroom observation measures. The Mathematica
gold standard observer calculated reliability using the same certification procedures as at training.
Observers were required to be within one point of the gold standard observer 80 percent of the time

on the ECERS-R, the Arnett, and the CLASS. If either member of the pair was found to not be
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reliable with the gold standard on any of the measures, the observation staff immediately discussed
scoring discrepancies and deviations from protocol with the field observers. The Mathematica gold
standard observation staff next conducted an additional quality assurance joint observation with the
observer. In spring 2007, all observers were at least 80 percent reliable with the gold standard
observer on the ECERS-R and the Arnett. Only one observer was not reliable on the instructional
support domain of the CLASS. After discussion and an additional observation, the observer

realigned with the gold standard on the next observation.

E. Response Rates

In the FACES 2006 study, we had high participation rates at each level and each time point of
data collection. Among the 63 sampled Head Start programs that met the study eligibility criteria, 60
agreed to participate, for an unweighted response rate of more than 95 percent, and a weighted rate’
of about 92 percent (Table IV.3). All participating program directors completed the program
director interview at baseline. Among the 135 sampled eligible centers within these programs, all
participated in the study, and all of the associated center directors and educational coordinators

completed their respective interviews at baseline.

Table IV.3. Unweighted and Weighted Response Rates at Program, Center, Class, and Teacher Levels
(Fall 2006)

Unweighted Weighted

Sampled Response Response
and Rate Rate

Unit Collected Data Eligible Participating (Percent) (Percent)
Program Program director interview 63 60 95.2 92.4
Center Center director interview 135 135 100.0 100.0
Class Teacher interview 410 407 99.3 98.7
Teacher Teacher interview 368 365 99.2 98.4

5 Weighted by the sampling weight, the inverse of the selection probability.
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Among those 410 sampled eligible classes within these centers, all participated in the study, and
we obtained teacher interviews for 407 of these 410 classes, for an unweighted response rate of 99.3
percent and a weighted rate of 98.7. Because some teachers teach two half-day sessions, many ended
up with both of their classes being selected for the FACES 2006 sample. Among the 368 teachers
associated with the 410 eligible classes, 365 responded to the teacher interview, for an unweighted
response rate of 99.2 percent and a weighted response rate of 98.4 percent. The cumulative response
rate through the class level is 94.5 percent (91.2 weighted). And the cumulative rate through the
teacher level is 94.5 percent (90.9 percent weighted).

At the child level, Table IV.4 presents response rates several different ways: unweighted and
weighted, at each time point, by age cohort and combined, by consent and data collection

instrument, and marginal and cumulative.

Table IV.4. Unweighted Completion Rates* at Child Level

Spring 2008

Fall Spring 3-year-old 4-year-old Spring

2006 2007 Cohort Cohort 2009

(HS) (HS) (HS) (K) (K)
Sampled and Eligible** 3612 3177 1305 1220 1348
Consented 3315 2914 1219 1007 1089
Consent Rate 91.8 91.7 93.4 82.5 80.8
Completed Child Assessment 3182 2851 1180 888 960
Child Assessment Complete Rate*** 96.0 97.8 96.8 88.2 88.2
Completed Parent Interview 3190 2686 1138 928 1012
Parent Interview Completion Rate*** 96.2 92.2 93.4 92.2 92.9
Teacher Child Report Completed 3155 2784 1143 647 782
Teacher Child Report Completion Rate** 95.2 95.5 93.8 64.3 71.8

*Completion rates presented in table are unweighted marginal response rates, conditioned on the prior
level of completion.

**After baseline, the number of eligible children was an estimate, because a fraction of prior round
nonrespondents was assumed to have become ineligible over time.

***Among consented children
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Among the 3,817 children originally sampled within the sampled and eligible classes, 3,612 met
the study’s eligibility criteria and, among these, we obtained parental consent for 3,315 at baseline—
a 92 percent consent rate. Among these children, we obtained a child assessment for 96.0 percent,
parent interview for 96.2 percent, and TCR for 95.2 percent. The cumulative response rates,
accounting for response at the program, center, class, and parental consent levels were 83.9, 84.1,
and 83.2 percent for the child assessment, parent interview, and TCR, respectively. The comparable
weighted response rates are 81.1, 81.4, and 80.5 percent.

By spring of the first Head Start year (2007), only 2,914 consented children remained in the
sampled Head Start program. Assuming that some of the eligible but non-consented children from
baseline would have become ineligible between fall and spring, we estimated that 3,177 of the
originally sampled children were eligible in spring 2007, leaving us with a consent rate of 91.7
percent. Among these children, 97.8 percent completed the child assessment in the spring, 92.2
percent had a completed parent interview, and 95.5 percent had a completed TCR. The cumulative’
unweighted response rates through spring 2007 were 85.4, 80.5, and 83.4 percent, respectively, and
the cumulative weighted response rates were 82.6, 77.8, and 80.7 percent.

By spring of 2008, most of the 4-year-old cohort children were in kindergarten, while most of
the 3-year-old cohort children were in their second year of Head Start. As expected, the response
rates for those still in Head Start were somewhat higher than those in kindergarten, because these
children, their parents, and teachers were easier to locate and gain their cooperation. Overall, our
estimated eligible sample size was down to 2,525 children by the spring of 2008, and 2,226 still
participating at that time, with a consent rate of 88.1 percent. Among the 3-year-old cohort (most of

whom were still in Head Start), we completed child assessments, parent interviews, and TCRs with

¢ The cumulative rates account for participation and eligibility at the program, center, and classroom levels, as well
as parental consent at the child level.
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more than 93 percent of the 1,219 children still participating. We obtained teacher interviews for 97
percent of the children still in Head Start. For the 4-year-old cohort (most of whom were in
kindergarten in spring of 2008), we completed the child assessment on 88 percent of the 1,007 still
participating, parent interviews on 92 percent, and kindergarten teacher TCRs on 64 percent. We
also obtained teacher interviews for 65 percent of the children in kindergarten.

In spring 2009, the sample included those children who were in kindergarten and who had been
in Head Start in spring of 2008—mostly the 3-year-old cohort. We estimated that 1,348 of the
originally sampled children were eligible for this round of data collection, and 1,089 participated, for
a consent rate of about 81 percent. Among the 1,089 children, we completed child assessments on
88 percent, parent interviews on 93 percent, and kindergarten teacher TCRs on 72 percent. We
obtained teacher interviews from 73 percent of the children who were in kindergarten in spring
2009. Because the identification of the kindergarten teacher came from the parent interview, some
of the teacher nonresponse to the TCR or teacher interview was due to parental nonresponse or the
parent’s inability to identify an accurate name for the child’s school and teacher. These response
rates were also a function of a small number of school districts refusing to participate, as well as

kindergarten teachers not responding to multiple attempts to complete these instruments.
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V. DATA PREPARATION

In this chapter, we describe the various processing activities Mathematica utilized for the
collection of data collected on paper and electronically and the steps required to process this
information. The purpose of this undertaking was to ensure that the data used for analysis was not

biased by entry error or other correctable mistakes.

A. Electronic vs. Paper Documents

Most of the data for FACES 2006 were collected electronically, which greatly reduces the need
for manual data processing. Blaise programs developed for computer-assisted personal interviewing
(CAPI), computer-assisted telephone interviewing (CATI), Computer Assisted Data Entry (CADE),
and web-based interviewing contain built-in range and logic checks and branching instructions, thus
effectively eliminating most of the errors inherent in paper instruments. However, FACES 2006 was
not totally free of paper instruments, with some interviews (such as that for center director)
completed on paper and some teachers choosing to complete the paper form of the Teacher Child
Report (TCR). Team leaders sent all completed paper instruments to Mathematica’s Survey
Operation Center (SOC) for processing. Packages were sent by overnight delivery at the end of each
data collection week along with a transmittal form delineating the package contents. Head Start and
kindergarten teachers who elected to complete their TCRs on paper instead of the web (and
kindergarten teachers who completed the teacher survey on paper) also sent their forms directly to
the SOC. Data processing began when the receipted document was scanned into the survey
management system’s receipt control module and the document status was updated to reflect that it

was in-house.

B. Data Editing

All data went through a series of editing steps beginning with team leaders reviewing the

completed paper instruments, checking to see that all questions were asked and answered. The team
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leader also looked for any errors in the administration of the interview (skipping a question or
answering questions that should not have been asked) and made sure omissions or errors were
corrected before the instruments were shipped to the SOC.

The second important quality control (QC) step was the review of all paper instruments by
specially trained data quality clerks at Mathematica’s SOC. The QC experts reviewed the documents
to ensure that they were complete, clear, and adhered to the branching and range rules. The
reviewers then provided feedback to the field supervisors if instruments were returned either
incomplete or with errors. Field supervisors then reported this information to team leaders.
Respondents of incomplete or incorrect paper documents were contacted for additional
information. If the interviewer made an error, we spoke with the interviewer to help improve
his/her performance.

The third QC step was editing, which is based on a previously prepared set of editor training
materials created by Mathematica staff. The manual includes a full description of the study and
proposed editing procedures and specifications. Data editing staff were trained to adhere to these
procedures and specifications. Data quality supervisors, who are specialists in data editing, coding,
and keying, closely monitored the work of the editing staff. The first five of each type of receipted
documents completed by the field staff, received a complete review by an editor. Feedback was then
provided to the field supervisors and team leaders as quickly as possible. These five documents were
double-edited by a second QC editor to ensure that any problems in the document were found.
Thereafter, 10 percent of all documents were double-edited as a quality control check. If there was a
problem not addressed in the specification manual, Mathematica’s survey director reviewed the
problem, resolved the issue, and updated the specifications manual to reflect the change.

Data collected electronically were also reviewed regularly. While the CAPI, CADE, and web-
based TCR programming eliminated errors resulting from not following skip patterns in the parent

or teacher interviews or not establishing proper basals and ceilings in the child assessments, data
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from these instruments were monitored for other potential interviewer and assessor errors. These
included high levels of item nonresponse (“don’t know” and “refused” responses) and interviews
with significantly shorter or longer administration times than the average. Also, appropriate child
assessment routing was reviewed based on child language, screener performance, and age. Out-of-
range values were inspected, notably for the child assessment measurements of height and weight.

All field staff received prompt feedback about problems detected during these edits.

C. Frequency Review

Data entered electronically by the field staff and transmitted daily to Mathematica allowed us to
review the data and promptly identify problems with a given administration throughout the field
period. For instance, for classroom observations we looked at the average ECERS scores for
possible inflation of ratings and outlier scores. For child assessments, we examined the data by
assessor to determine assessor-specific patterns of “don’t know” or “refused” items or high or low
scores. On the parent interviews, we looked at items that required in-house coding, such as
occupation, and identified any interviewers who were not collecting sufficient information for this
coding. Using electronic data-capture methodologies allowed us to review the length of all interviews
and assessments to identify interviewers who were taking more or less time than expected, which
can indicate problems with fraud or low competence.

One week after the field period began, senior project staff reviewed both individual and
aggregate data frequencies and descriptive statistics for all instruments. Mathematic staff reviewed
the interviewer ratings and notes that were entered at the completion of the child assessment. Any
problems were reported immediately to the survey supervisor for follow up with the team leader so

that he or she could help the field person with these issues.
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D. Data Entry

Except for classroom observations, which were entered into laptop computers using a CADE
program, all data collected on hard-copy staff interview instruments (from the program and center
directors and the education coordinator) were keyed into a data entry program at the SOC and then
100 percent verified. One data entry program is written for each document and then used to enter,
verify, and clean the data.

The data entry and cleaning programs contained the same types of range, logic, and consistency
checks that are built into FACES 2006 CAPI and CATI programs. SOC staff were therefore able to
follow up when they encountered any skip logic, blanks (where there should be a response), or other
instances of unreadable data. After data entry, a data-cleaning clerk reviewed the error codes
identified by the program. Editing problems and their resolutions were described on quality control
problem sheets filed with the questionnaires for record keeping. A second data entry operator
verified 100 percent of the cleaned, key-entered documents. This process ensured that the initially
keyed data, as well as any corrected data, were exactly as they appeared on the corrected
questionnaire.

Data entered electronically from paper instruments was also subjected to checks, although the
well-tested electronic edits let few errors slip through. For example, observers sent paper versions of
the classroom observations to the SOC and QC editors verified that observers in the field correctly

entered the data.

E. Coding Other-Specify and Open-Ended Responses

Several questions in the staff and parent interviews were open-ended, which required
interviewers to record survey responses verbatim. Additionally, there were responses to questions
that did not fit into any of the provided response categories. Respondents were given the option to

choose “other” and then to specify a response. Interviewers were trained to use appropriate probing
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techniques to ensure that respondents provided a codeable response. If their response truly did not
fit into any of the given response options, interviewers were trained to collect sufficient information
for coding these responses. They recorded survey responses verbatim, either directly into the Blaise
instrument or onto the hard copy.

The FACES coding task leader isolated the open ended questions that were to be included in
the coding process. The data for these questions were reviewed by the task leader to provide
guidance on what codes could be applied to various responses. The task leader then created
codebooks for each instrument that contained the question text and response categories for each of
these isolated questions. These codebooks also included special instructions about which responses
to back-code and which ones to leave as “other.”

An access-coding database was created and the data was then transferred from Blaise to SAS
and uploaded into the database. The access program allowed coders to view the question number,
text, verbatim response, and the respondent’s project specific identification number. Specially
trained coders from SOC were given instructions about each FACES instruments and copies of
both the questionnaire specifications and the codebooks for their reference. If there was a significant
amount of verbatim response of a single type, a new code was sometimes proposed and then added
to the database and codebook.

During the coding process, a FACES research programmer continually reviewed the back-
coded data and provided feedback to the task leader in order to clarify information and to further
guide and inform the coders. Coders were given prompt feedback about problems detected during

these reviews.
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VI. DATA FILE CONTENT, STRUCTURE, AND USE

Mathematica has prepared a set of public data files to use to conduct secondary analyses of the
FACES 2006 data. In this chapter, we describe the basic structure of the files, conventions that were
used to name the variables, and offer guidance on how to use the data, including special instructions
for SAS programmers using data files from ICPSR. It also includes a description of the sampling
weights to be used by analysts. The sampling weights adjust for the differential probabilities of
selection and can potentially help to reduce the bias that may result from differential nonresponse.
There are several weights included with the data, and we offer some advice on which ones to use for
various analyses. We conclude with a description of the variance estimation procedures that are

appropriate for a complex sample design such as the one used in FACES.

A. Data Files and Data File Structure

FACES 2006 data are organized and saved as three data files, which are described in greater

detail in Table VIL.1. They are:

1. Center/Program File (fall 2006 only): Contains fall 2006 program director, center
director, and education coordinator questionnaire data, program and center sampling
weights, and all constructed/derived variables created from these sources.

2. Classroom/Teacher File (fall 2006—spring 2007 only): Contains fall 2006 and spring
2007 Head Start teacher survey data and a limited number of items from the spring 2007
classroom observation protocol, class- and teacher-level sampling weights, and all
classtoom/teacher composite/derived variables (including classtoom obsetvation
scores).

3. Child-Level File (fall 2006—spring 2009): Contains a full set of child-level sampling
weights, direct and indirect child assessment scores (e.g., PPVT-4 standard scores and
teacher-reported problem behavior scores), and constructed/derived variables developed
from all data sources (parent interview, teacher survey, classroom observations, and
center and education coordinator interviews). The file also includes all non-copyrighted
items from each survey instrument (except those for fall 2006 and spring 2007
instruments available in the in the classtoom/teacher and center/program level files),
including teacher-child reports (TCR), parent interviews, 2008 Head Start teacher
interviews, and kindergarten teacher survey data.
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Table VI.1. Data File Descriptions

Mathematica Policy Research

Sort
Number of  Order of
Survey Instruments and Data File Name Variables/ Records
File and Description Collection Date Records (Sort ID)
Center/program- Program director, da28421-0001.txt 638/135 D1_ID,
level (including center director, and C1_ID
program director education coordinator
report on program interviews (Fall 2006)
policies and practices,
center director report
on center programs
and policies, and
education coordinator
report on curriculum
and assessment
policies and practices)
Classroom/teacher- HS teacher interviews 562 / 474 CLS_ID
level (including Head  (FO6 & S07), HS da28421-0002.txt
Start teacher report classroom observation
on classroom (S07)
environment from fall
2006 and spring
2007, and classroom
observations, from
spring 2007)
Child-level (including Direct child 4033 / ChildID
child assessment, assessments (F06, SO7, da28421-0003.txt 3315

parent interview data,
Head Start teacher,
classroom, and center
contextual data from
fall 2006, spring
2007 and spring
2008, and
kindergarten teacher
data from spring
2008 and spring
2009)

S08 & S09), interviewer
ratings (FO6, SO7, S08 &
S09), HS Teacher Child
Reports (F06, S07 &
S08), kindergarten
Teacher Child Reports
(S08 & S09), Parent
Interviews (F06, SO7,
S08 & S09), HS teacher
interviews (F06, S07 &
S08), kindergarten
teacher interviews (S08
& S09), HS classroom
observations (S07),
center director and
education coordinator
interviews (FO6)

Note: FO6-Fall 2006; SO7-Spring 2007; SO08-Spring 2008; S09-Spring 2009

1. Organization of Variables on Data Files

The structure of each of the FACES 2006 files is similar and generally contains ID variables, a

set of flags indicating whether or not there is a completed instrument for the case from each data
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source (e.g., child has a completed parent interview in fall 20006), weight variables and the
stratification and primary sampling unit (PSU) variables for the level of analysis required to calculate
standard errors, constructed/derived variables, and data from appropriate interviews or
questionnaires. The organization of data for these files is described below.

Center/Program file. This file includes data from the fall 2006 program director, center
director, and education coordinator questionnaires. There is one record for each of the 135 centers
that contained any classrooms eligible for the FACES sample in fall 2006." The data are organized
into sets of identifiers, weighting variables, constructed/derived variables, and source data (Table
VL.2).

Table VI.2. FACES 2006 Center/Program-Level Public Use Data File Structure

Identifiers
Unique identification numbers for program and center

Constructed/Derived Variables (Fall 2006)
Sampling weights and stratification variables
Center director interview constructed/derived variable
Education coordinator interview constructed/derived variable

Interview Data (Fall 2006)
Program director interview items and responses
Center director interview items and responses
Education coordinator interview items and responses

Classroom/Teacher file. This file includes data from fall 2006 and spring 2007 Head Start
teacher interviews and spring 2007 classroom observations. One record for each of the 474 classes’
contains the eligible and consented child in the FACES sample at either data collection period. (This

started with “selected” classes in fall 2006 and expanded to include a few “mover” classes in fall

! Three of the centers were part of a group. When we randomly selected the classrooms within these groups, no
classrooms from these centers were selected and therefore have no classes or children linked to them. They should be
included for any analysis at the center level, however, as they were randomly selected and had eligible (but not selected)
classes and children.

2 The group of students served by an individual home visitor is treated as a class.

107



HHSP23320052905YC Mathematica Policy Research

2006 and spring 2007.) For teachers with sample students in both a morning and afternoon class,
there is one record for each class; as explained in sections B and C, the weights for doing teacher-
level analyses are set accordingly.

The data on the classtoom/teacher file are organized into a set of classroom, teacher, center,
and program-level identifiers, followed by two larger blocks of variables (Table VI.3). The first block
includes fall 2006 and spring 2007 constructed/derived variables and the second contains teacher
interview item-level data from those collections. A small set of items from the classroom
observation protocol captures classroom characteristics (e.g., interest areas, counts of children and
adults, and instruction organization) is also included.

Table VI.3. FACES 2006 Classroom/Teacher Public Use Data File Structure

Identifiers
Unique identification numbers for classroom, teacher, center, and program

Constructed/Derived Variables (Fall 2006 and Spring 2007)
Data flags for each survey instrument (Yes/No)
Classroom characteristics such as full-day versus part-day status
Sampling weights and stratification variables
HS teacher interview constructed/derived variables
Classroom observation constructed/derived variables and scores (spring 2007 only)

Interview and Observation Data (Fall 2006 and Spring 2007)
HS teacher interview items and responses
Selected classroom observation items and responses (spring 2007 only)

Merged Child-Level File. The child-level file includes data from the child assessment; teacher-
child report; parent and teacher interviews, surveys and classroom observations; and center director,
education coordinator, and program director interviews linked to each child. There is a data record
for each of the 3,315 eligible, consented children, regardless of whether there are data from the child
assessment, parent interview, or TCR from fall 2006 or any other data wave.

The data on the merged child-level file are organized into a set of child, classroom, teacher,
center, and program-level identifiers, demographic variables, and two larger blocks of variables

(Table VI.4). The first block includes fall 2006, spring 2007, spring 2008, and spring 2009
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assessment scores and constructed/derived variables. The second contains the interview and

questionnaire item-level data from the fall and three spring data collections.

Table VI.4. FACES 2006 Merged Child-Level Public Use Data File Structure

Identifiers and Demographic Characteristics
Unique identification numbers for child, classroom, teacher, center, and program®
Child’s age as of fall 2006 data collection
Child’s gender
Child’s, mother’s, and father’s race/ethnicity

Constructed/Derived Variables (Fall 2006, Spring 2007, Spring 2008, and Spring 2009)
Data flags for each survey instrument (Yes/No)
Sampling weights and stratification variables
Items identifying the child’s sampling cohort and enrollment status
Assessment scores (direct and indirect child assessments)
HS TCR constructed/derived variables (fall 2006, spring 2007, and spring 2008)
Kindergarten TCR constructed/derived variables (spring 2008 and spring 2009)
Parent interview constructed/derived variables
HS teacher interview constructed/derived variables (fall 2006, spring 2007, and spring 2008)
Classroom observation constructed/derived variables and scores (spring 2007)
Center director interview constructed/derived variable (fall 2006 only®)
Education coordinator interview constructed/derived variable (fall 2006 only)

Interview and Questionnaire Data (Fall 2006, Spring 2007, Spring 2008, and Spring 2009)
HS Teacher Child Report items and (nonrestricted): item responses (fall 2006, spring 2007, and spring
2008)
Kindergarten Teacher Child Report items and (nonrestricted) responses (spring 2008 and spring 2009)
Parent interview items and (nonrestricted) responses
HS teacher interview items and item responses (Spring 2008)
Kindergarten teacher interview items and responses (spring 2008 and spring 2009)

2 The identification numbers associated with each child, classroom, center, and program stay the same
across all waves. However, to allow for data linkage for children who moved to new classrooms and
centers, separate classroom, teacher, and center IDs are provided in the child-level file for fall 2006,
spring 2007, and spring 2008 data periods. All kindergarten data (from spring 2008 and spring 2009) is
already merged to the child records, so there are no IDs for kindergarten classes or teachers.

® Children who moved from one sampled center to another or to a center in a sampled program were
eligible for the spring 2007 and spring 2008 data collections. Children who moved to a different center do
not have center director interview data for their new (spring 2007 or spring 2008) center merged into the
megafile. If the new center is in the FACES 2006 sample, the fall 2006 center director interview data could
be merged from the center/program-level data file.

< Mathematica has negotiated agreements with different publishers and instrument developers. The terms
of some agreements limit the distribution of item-level data.

The constructed/derived variables block begins with a series of data flags indicating whether or
not there are completed instruments for the child and weight variables for various types of analyses.
The remaining variables in the block are based on the FACES conceptual framework: (1) direct child

assessments; (2) indirect child assessments, as derived from teacher and parent reports; (3) child and
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family characteristics; (4) parent processes and parenting; and (5) characteristics of Head Start
classrooms, centers, and programs (organized by data source and data collection period).

The second large block of variables includes the data from each survey instrument, except for
those available in the classroom/teacher- and center/program-level files.” All items are included in
the public-use data file except children’s responses to individual assessment items, assessor ratings
items found in the parent interview, TCRs from copyrighted material, and scores on the individual
items from the classroom observation measures.*

The variables for a small set of certain parent interview questions, which were only asked during
the first interview with a family, have been adjusted on the data file. For most families, this occurred
during the fall 2006 interview, but for others they were asked at the initial interview in spring 2007
or spring 2008. The data from the first interviews were merged with earlier data, and the spring 2007
and spring 2008 items were dropped from the files. The affected variables are in the original
sequence, among the fall 2006 variables, in the data file but the prefix on the variable names has
been changed from “P1” to “Pn” (for example, the mother’s Hispanic origin was changed from
P1J10 to PnJ10). The data flag “Pn_first” is coded to show the source round of the “Pn” variables,
with 1 = fall 20006, 2 = spring 2007, 3 = spring 2008 (and missing for those who never completed a
parent interview). The affected variables include demographic information on the child, mother, and
father from sections A, P, J and K, family food security questions from section M, and all items

from section R on crime victimization.

3 While classroom observations were done in spring 2008, they were not collected on a representative sample of
Head Start classrooms and thus are not included in the PUF

# Mathematica has negotiated agreements with different publishers and instrument developers. The terms of some
agreements limit the distribution of item-level data.
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2. Variable Names and Labels

A standard set of prefixes, to indicate the source instrument of each data item (e.g., parent
interview, child assessment, teacher interview, etc.) and data collection wave (fall 2000, spring 2007,
spring 2008, and spring 2009), has been applied when naming most of the variables in the data files.
The first digit stands for the source instrument and the second is the wave (1 for fall 2006 data, 2 for
spring 2007, 3 for spring 2008, and 4 for spring 2009). For example, fall 2006 data items coming
from the parent interview begin with P1 and items from the teacher interview begin with T1. Spring
2007 data items coming from the parent interview begin with P2, while those from the teacher
interview begin with T2.

For interview and questionnaire item data, the remaining characters of the variable names
correspond to the questionnaire/interview item numbers in the source instruments; for
constructed/derived vatiables, the remaining characters consist of mnemonics consistent with those
used in prior rounds of FACES, to the extent possible. For example, the question in the parent
interview about how far the child can count is named P1F02, while the constructed/derived variable
from the same source on the number of people in the household is PIHHSIZE.’

A different naming system was used for sample weighting variables, which require data from
multiple data sources and/or rounds. The vatiable names use the same letters to represent data
sources for the variable prefixes related to those sources, but they are used in varying combinations.
The numbers 1 through 4, representing the data waves of fall 2006 through spring 2009, are also
used. In addition, weighting variables for analyses of the prekindergarten year use 5 and 6 for the

kindergarten year .

€

5> In Appendix G, many of the variables use an “n” in the second position of the name. This indicates that the
variables were created for more than one wave of the study. For example, AnPPVT4R indicates that the PPVT-4 raw
score is defined at each of the four waves of data collection.
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Table VL5 lists the codes used as the first character in the variable names, which represent the

source instrument. Where possible, we have listed the prefixes used in prior FACES data files.

Table VI.5. Source Codes for FACES 2006 Instruments

Source Instrument Code (1* digit(s)) Code in Prior FACES
Child Assessment A A
Head Start Teacher Child Report R T
Kindergarten Teacher Child Report KR T
Parent Interview P P
Head Start Teacher Interview T L,F,H
Kindergarten Teacher Interview K K
Classroom Observation (0] (0]
Center Director Interview C C
Program Director Interview D -
Education Coordinator E E

The length of the variable labels in the files has been limited so that they can be used by most
available software packages. Because many of the variables are repeated in multiple rounds of the
study, the first two characters in the variable name are used at the beginning of each label so that
users can quickly identify the source and data collection wave or round. After the first two
characters, there is a colon, followed by a general statement of the question/item content. For
example, the label for the variable P1AO8 is “P1: Child participated in Early Head Start.” When
possible, we have used the same variable labels as used in prior FACES data files.

The FACES 2006 instruments contain many multipart questions. For example, the household
information section in the parent interview asks questions B3 through B8 for each household
membet, up to 15 members. Because we use the questionnaire/interview item number as part of the
variable name, we need a standard way of representing these types of questions in the names. Below
are the rules that were followed for naming variables in the FACES 20006 data file:

e We always use two digits for the main numeric part of the question number, inserting

leading zeros for items 1 to 9, unless this creates names that exceed eight characters. For
example, question A8 in the fall 2006 parent interview is named P1A08.

e No underscores are used in variable name between the numbers and letters in question
numbers (e.g., A.l.a — > A0la). For example, question D3 in the fall 2006 parent
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interview, which has 11 parts (a-k), has the following names: P1D03a, P1DO03b, ...
P1DO03k; the variable for question Q15.a.1 in the same interview is named P1Q15al.

e Underscores are used in variable names to separate numeric parts of question numbers
(e.g., A1.1 — > AO01_1), unless this makes names exceed eight characters. For example,
question A23 in the fall 2006 teacher interview, which has six parts, has the following
names: T1A23_1, T1A23_2, ... TIA23_o.

e If any list of numbered items in a question goes to 10 or more, leading zeroes in the set
are used for items 1 to 9. For example, question F2 in the fall 2006 TCR, which has 12
parts, has the following names: R1F02_01, R1F02_02, ... R1F02_12.

e On “all that apply” item lists, where the separate items are coded 0/1, 0/2, ... 0/n, and
the items are 7ot listed in the questionnaire as a., b, ..., the variables are named using the
corresponding numeric code. For example, respondents were allowed to identify
multiple reasons why the child was not living with (her/his) mother (J1 in the parent
interview). This set of items in the fall of 2006 parent interview has the following names:
P1J01_11, P1J01_12, P1JO1_13, ... P1J01_22.

3. Missing Value Codes

All variables in the three data files use a standard scheme for identifying and explaining missing
data. The following codes (Table VI1.6) identify data missing because of item nonresponse (missing
data on items within a given instrument), legitimate skips, and unit nonresponse (an entire

instrument is missing for the case).

Table VI.6. FACES 2006 Missing Value Codes

SPSS Code  SAS Code Description

-1 .N Not Applicable, including legitimate skips based on prior (screener) responses or
conditions of who is and is not to answer a question or question set (e.g., in the
parent interview, certain questions are asked only if the parent is a biological
parent; in the child assessment, certain instruments are administered only if the
child passes the language screener)

-7 .R Refused (a type of item nonresponse)
Don’t Know (a type of item nonresponse)

.M Not Ascertained (a type of item nonresponse), referring to items that were
skipped but should have been answered (different from -1/.N above, which are
skips or omissions by design)

SYSMIS . Missing, including unit nonresponse where the full set of data for an instrument
that should have been completed/responded to is missing (e.g., if the parent
interview was completed in fall 2006, but not the Teacher Child Report, all
Teacher Child Report data would be set to blank/system missing for this round
when the parent and Teacher Child Report data are merged)
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4. Identification Numbers

The merged child-level data file contains an identification number for each child and ID
numbers for their Head Start classrooms, teachers, centers and programs at the fall 2000, spring
2007, and spring 2008 data collection points.’ The same identifiers are used on the separate data files
for the classtoom/teacher- and center/program-level data.

The child-level identifier, ChildID, is a seven-digit number containing embedded information
on the child’s family. The first five digits contain the same value for all sample children in a family (a
small number of the children in the study are from the same family/household). The sixth digit
indicates the family situation of a child: 0 if the child is the only study child in the family, and values
of 1, 2, or 3 for a sample child with one or more siblings also in the sample.

The classroom-level identifiers, CLS1_ID, CLS2_ID, and CLS3_ID, are five-digit numbers
that indicate the child’s Head Start classroom during fall 2006, spring 2007, and spring 2008. (In a
large majority of cases, the values of CLS1_ID and CLS2_ID are the same.) CLS1_ID and
CLS2_ID in the merged child-level data file can be merged with CLS_ID, which is the primary
identifier in the classroom/teacher data file.

The Head Start teacher identifiers, T1 _ID, T2_ID, and T3_ID, are six-digit numbers
containing embedded information on classes taught by the teacher during fall 2006, spring 2007, and
spring 2008. The first four digits contain a common value for classrooms taught by a teacher. The
fifth digit indicates the number of classrooms associated with the teacher for that time period. When
the fifth digit is 0, the teacher had only one classroom, while values of 1 or 2 indicate a teacher with
data for two classrooms. (Classrooms may be either a sampled classroom or one with a sampled

child; this does not indicate whether or not a teacher has another classroom not represented in the

¢ All kindergarten data (from spring 2008 and spring 2009) is already merged to the child records, so there are no
IDs for kindergarten classes and teachers.
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FACES 2006 data.) T1_ID and T2_ID ate in both the merged child-level and classtoom/teacher
data files.

The center identifiers, C1_ID, C2_ID, and C3_ID, are five-digit numbers identifying the center
the child attended during each period. (In nearly all cases, the values are the same, except for C3_ID
for children who were in kindergarten in spring 2008.) While C2_ID and C3_ID are in the merged
child-level file only, C1_ID is contained in the merged child-level, classroom/teacher, and
center/program data files.

The program identifier, D1_ID, is a three-digit number identifying the program in which the
center is located. It is in the merged child-level, classroom/teacher, and center/program-level data

files.

5. Merging Data from Different Files

Certain weights and source data—teachers and classes from fall 2006 and spring 2007 and
center and program directors and education coordinators—are not included in the child-level file,
but only on the separate classroom/teacher and center/program files (although all constructs from
all of these sources are included in the child-level file). In addition, there are no center- or program-
level data on the classroom/teacher file.

Note that the center/program file has one record per center and contains both program- and
center-level data. This file needs to be unduplicated to the program level if being used as a program-
level file. The classtoom/teacher file has one record per classtoom and contains both classtoom-
and teacher-level data. This file can be used for both levels of analysis without unduplication
because the teacher-level weights account for anyone teaching more than one classroom (whether or
not both were sampled).

Common identifiers, provided to merge data for analyses that need such combined data

sources, are used as follows:
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e To merge fall 2006 or spring 2007 classroom/teacher source data to a child, CLS1_ID
or CLS2_ID, respectively (in the merged child-level data file), should be merged with
CLS_ID (which is the primary identifier in the classroom/teacher data file). It is
recommended that a separate merge be performed for data from each time period since
some of the sample children changed classrooms between the fall and spring.

e To merge fall 2006 center director or education coordinator source data, or the center-
level weight C1WT and associated stratification information (to perform analyses
aggregated to the center level) to child data, C1_ID (in the merged child-level data file)
should be merged with C1_ID (which is the primary identifier in the center/program
data file).

e To merge fall 2006 program director source data or the program-level weight D1WT and
associated stratification information (to perform analyses aggregated to the program
level) to child data, the program-level data from the centet/program file should first be
unduplicated as described above. Then D1_ID (in the merged child-level data file)
should be merged with D1_ID (in the unduplicated center/program data file).

e To merge fall 2006 center director or education coordinator source data to a classroom
or teacher, C1_ID (in the classtroom/teacher-level data file) should be merged with
C1_ID (which is the ptimary identifier in the center/program data file).

e To merge fall 2006 program director source data to a classroom or teacher, the program-
level data from the center/program file should first be unduplicated as desctribed above.
Then D1_ID (in the classtoom/teacher-level data file) should be merged with D1_ID
(in the unduplicated center/program data file).

6. Special instructions for SAS users

To optimize SAS capabilities when working with FACES 2006 files, Mathematica recommends
that users make certain adaptations, related to missing values and SAS formats, to the default SAS
program setup provided by Research Connections/ICPSR for reading in data from the text (ASCII)
file.

Missing values. Most missing values in the text data files are in the form of negative numbers.
Negative numbers are not recognized as missing values in SAS, but the provided SAS program
includes code to convert them to the “special” missing value codes used in FACES 2006 data files,
listed in Table VI.6 above. SAS users should ensure that the block of code (based on an array of all
_numeric_ variables) that “changes the -[number]| missing values to the .[character] missing values”

[T

is active (not commented out), and that the code that changes negative values in each variable to “.
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is inactive (commented out), in order to have all of the missing value codes appear in their SAS data
files.

Formats (value code labels). The value statements in the Proc Format that’s included in the
ICPSR SAS program are based on the negative number missing value codes (as in the text data file).
If you convert the missing values to special SAS codes (as described in the previous paragraph), and
use the formats provided, then there will be no labels associated with any of the special SAS missing
values that will then be in your SAS data file. You can either rely on the standard definitions of the
missing value codes (shown in Table VI.6 above), or use the additional files provided that will label
each of the codes. A PROC FORMAT, with VALUE statements for all formats used for FACES
2006 wvariables, is contained in the file pgm28421-all_format.sas. A separate FORMAT statement
(for use in a SAS Data step or in a Proc such as Proc Freq) is provided for each of the 3 data files,
with the file name pgm?28421-000*_fmt_stmt.sas (where * is 1, 2, or 3, matching the number on the
data file that you are using). If you are familiar with the use of %INCLUDE statements in SAS, you
can use such statements to refer to the added formats files as needed, or you can copy all (or
selected) text from the added files directly into your own SAS program files. You generally cannot
combine the use of formats provided in the ICPSR SAS program with those in the separate files,

because they use different names (in the value statements) for the same list of codes.

B. Sampling Weights

Mathematica created sampling weights to account for variations in the probabilities of selection
as well as eligibility and cooperation rates among those selected. For each stage of sampling
(program, center, classroom, and child) and within each explicit sampling stratum, we calculated the
probability of selection. The inverse of this is called the sampling weight, which takes into account
the probability proportional to size (PPS) sampling approach, the presence of any certainty

selections, and the actual number of cases released. We assumed that the eligibility status of each
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sampled unit is known at each stage. Then, at each stage, we multiplied the sampling weight by the
inverse of the weighted response rate so that the respondents’ weights account for both the
respondents themselves and nonrespondents.

In this manner, the program-level weights adjust for the probability of program selection and
response at the program level; center-level weights adjust for the probability of center selection and
center-level response; classroom-level weights adjust for the probability of classroom selection and
classroom-level response; teacher-level weights adjust the classroom weights for multiple
probabilities of selection and teacher-level response; and child-level weights adjust for the
probability of child selection and child-level response (accounting for parental consent as well as for
child cooperation). The formulas below represent the various weighting steps, where P represents
the probability of selection and RR the response rate at that stage of selection. Where population
counts are available (such as the program information report, or PIR, data at the program level), we

raked the weights to match those counts.

1 1
Wom =5 "R
pgm pgm
chnter = ngm ’ i : L
Pcenter R Rcenter
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While most analyses of the FACES 2006 data will be done at the child level, there will be times
when analysis at higher levels will also be done or when data collected at lower levels will be
aggregated to answer questions about Head Start programs, centers, classrooms, and teachers. For

example, the center-level weights, which will be used for any analyses at the center level, including
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staff surveys, are a component of the classroom- and child-level weights. The classroom-level
weights will be used for analyses at the classroom level, including teacher and home visitor surveys
and classroom quality measures. The program-level weights are unlikely to be used very often for
analytic purposes due to the small sample size of 60 programs, but they are a component of weights
in all subsequent stages of sampling. Given that the teacher response rate may not be the same as
the response status of the classroom, we calculated a weight for the classroom observations and
another for measures derived from the teacher surveys. The child-level weights that build on the
program-, center-, and classroom-level weights will be used to analyze data on child outcomes such
as assessments and teacher ratings.

FACES Fall 2006 sample and analysis weights. Table V1.7 shows the number of sampling
units selected and released for the fall sample, units that were eligible, and of eligible units that
agreed to participate in the study. (For eligible children, this means the number of children for
whom we obtained parental consent to participate.) The last row shows the sum of the weights for
this stage of sampling, which is our estimate of the number of eligible units in the Head Start

population.

Table VI.7. FACES Fall 2006 Sample

Program Center Class Teacher Child
Selected and Released 64 140 415 373 in 415 classes 3,817
Eligible 63 135 410 368 in 410 classes 3,612
Participating/Consented 60 135 410 365 in 407 classes 3,315
Sum of Weights 1,630 14,148 42,973 37,267 458,473

To be eligible for sampling, a program had to be on the 2004—2005 Head Start PIR file and be
actively funded and providing services to at least one eligible child in fall 2006. However, there were
several exceptions. For example, about 12 programs affected by Hurricanes Katrina and Rita were
not in the PIR. One of the selected programs was determined to be ineligible because we learned
that it was under investigation and had been experiencing a long-term teacher strike and a potential

shortfall in funds. We also excluded those programs located in the U.S. territories, Farly Head Start
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programs, those funded through the Administration for Children and Families’ (ACF) regional
offices 11 and 12 (American Indian/Alaska Native and Seasonal/Migrant Workers), de-funded
programs under the transitional management of the Community Development Institute, and any
programs not providing direct services to 3- to 5-year olds. In addition, three eligible programs
declined to participate.

For a center or class to be eligible, one eligible child was needed. Five of the selected centers in
participating programs, and five of the selected classes in eligible centers did not meet this criterion.
All eligible selected centers and classes agreed to participate; however, three teachers in participating
classes did not complete the teacher survey in fall 20006.

For a child to be eligible, he or she had to be enrolled in the selected Head Start center at the
time of sampling, be new to Head Start, and be one or two years away from starting kindergarten in
the fall of 2006. A child moving to a different classroom than the one from which he/she was
selected was eligible if still enrolled in a selected center.

In addition, there were 127 children who were ineligible according to the study’s operational
protocol, but were considered part of the target population for weighting purposes. These children
had dropped out of the selected Head Start program between the time of sampling and our field
visit (generally a two-week interval). They may have dropped out of Head Start altogether, moved to
a different program not part of the study sample, or dropped out with whereabouts unknown. A
total of 3,739 children were considered part of the target population for weighting purposes.

Some Head Start teachers were teaching two half-day classes during the fall 2006 data collection
period. Because we sampled at the class level, it is possible that both their classes were selected.
When that happened, the teacher was asked to complete the teacher interview twice, but not repeat
the section on teacher characteristics. Whether these two-class teachers were sampled once or twice,
their weights were adjusted to account for two chances of being in the teacher-level sample. If both

classrooms for a particular teacher ended up in the sample, we retained both records for teacher-
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level analysis along with their adjusted weights. There are 42 double-record teachers in the sample.
In addition to the 410 eligible classes, there were six classes not selected but that still have child-level
data because a sampled child moved into the class. One of the six classes is a second class for a
teacher associated with a selected classroom.

While most analyses of the fall 2006 data will be done at the child level, users can conduct
higher-level analysis or aggregate some data collected at lower levels to answer questions about Head
Start programs, centers, classrooms, and teachers. For example, to examine the percentage of
centers with a majority of children who were English language learners, an analyst would need to
calculate the proportion of such children in each center, attach this to the center-level record, and
then conduct the analysis at the center level using the center-level weight (C1WT).

Because some educational coordinators function at the program level and others at the center
level, there are two choices when analyzing the data from the educational coordinator survey:
analyzing at the program level and aggregate the data for the program’s two or more educational
coordinators as necessary, or at the center level, repeating the program-level data for each center in
the program as necessary. Analyses performed at the program level use DIWT and those at the
center level use CIWT.

The teacher survey collects data on Head Start classrooms and teachers. For analyses of the
class-specific data at the class level, one would use the class-level file and weight (T1CLSWT). For
analyses of the teacher-specific data at the teacher level (to make estimates about Head Start
teachers, rather than classes), an analyst would use the class-level file and the teacher-level weight
(TTTCHWT). This weight adjusts for the fact that some teachers have more than one Head Start
class at a time.

Two weights are provided for child-level analyses of fall 2006 data. One weight, PRATWT,
assumes that an analyst generally will use data from all three child-level components: parent

interview, child assessment, and TCR. This weight excludes from the analysis any child missing one
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or more of these three components. There are 2,971 children with data from all three of these
components. The other, PI_RA_WT, assumes that the analyst will be using the parent interview
data, which contains basic demographic and family structure information, and includes children for
whom we may have the child assessment but not the TCR, or vice versa. There are 3,178 children
who have parent interview data and either the child assessment or TCR data. Note that child-level
analysis can make use of data collected at the program, centet, or class/teacher level, as long as those
data are appended to the child’s record as contextual data. Table VI.8 provides a list of weights

created for analyzing data from fall 2006 (baseline).

Table VI.8. Fall 2006 Cross-Sectional Weights

Records
with

Weight Unit of Positive
Name Analysis Weight Description Weight
DIWT Program Fall 2006 program director interview completed 60
CIwWT Center Fall 2006 center director interview completed 135
T1CLSWT Class Fall 2006 teacher interview completed for class 410
TITCHWT Teacher Fall 2006 teacher interview completed for teacher 407
PRATWT Child Fall 2006 parent interview, TCR, and child assessment completed 2,971
P1_RA_WT Child Fall 2006 parent interview completed and either the TCR or the 3,178

child assessment completed

FACES Spring 2007 Sample and Analysis Weights. By spring 2007, our original sample was
reduced to 2,914 children from 3,315; 393 children became ineligible for the study because they left
Head Start, 6 left the selected Head Start center for another one not part of the study, and the
consent for 2 children was revoked (see Table VI.9). One of the original 60 programs (and its 4
centers and 7 classes) became ineligible because it lost its Head Start grant; another 3 centers and 4

classrooms became ineligible because they no longer had any eligible children in the study.

Table VI.9. FACES Spring 2007 Sample

Program Center Class Teacher Child
Eligible/Consented Fall 2006 60 135 410 368 3,315
Eligible/Consented Spring 2007 59 128 399 328 /321 2,914
Sum of Spring 2007 Weights - -- 42,388 [NO WT] * 405,128

*No teacher-level cross-sectional weight was created after baseline.
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Among the 399 classes eligible in the spring, we excluded from classroom observations any
otherwise-eligible classrooms with only one eligible child (n = 16), as well as the home visitor
caseloads (n = 12), for a total of 371. The former, while “operationally” ineligible, were considered
part of the target population for weighting purposes. The latter were both operationally ineligible
and not considered part of the target population for the classroom observations. We reduced the
number of eligible classrooms (371) to 335 by randomly selecting one per teacher when a teacher’s
morning and afternoon classes were part of the eligible spring sample. We also accounted for this
subsampling in the weights. The corresponding number of children in these categories is shown in

Table VI.10.

Table VI.10. Classrooms Eligible and Sampled for Observation

Observation Protocol Observation Classification Classes Children
Selected-Observation Done Eligible 335 2,539
Not Selected-Not Done Eligible not selected 36 230
One Child-Not Done Eligible noncomplete 16 16
Home Visitor-Not Done Ineligible 12 52
Total Spring Eligible Classes 399 2,837
Eligible Child Moved into Nonselected Class Ineligible (64) 77
Total Spring Eligible 399 2,914

The number of teachers associated with at least one eligible class in both fall 2006 and spring
2007 was 328. However, only 321 of these teachers were associated with the same eligible class at
both times (or at least one of the same eligible classes if they had both of their classes sampled in the
fall).

We have created six weights in total for cross-sectional analysis of the spring 2007 data and
seven for longitudinal analysis for year 1 (fall 2006 and spring 2007 combined). These weights
address the combinations of completion for the attempted data collection, similar to those created

for fall 2006, but with the addition of the classroom observation in the spring.
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We have provided two versions each for cross-sectional and longitudinal child-level weights
involving the classroom observation: one that considers the observation complete if the child’s
classroom was observed, and one that considers it complete if the child’s classroom feacher was
observed. The difference involves the 230 children in the 36 classes not selected for observation
because the teacher’s other class was selected and observed. Table VI.11 shows the six spring 2007

cross-sectional weights.

Table VI.11. Spring 2007 Cross-Sectional Weights

Unit of Records with
Weight Name Analysis Weight Description Positive Weight
02CLSWT Class Spring 2007 classroom observation completed 335
T2CLSWT Class Spring 2007 teacher interview completed 397
PRA2WT Child Spring 2007 parent interview, Teacher Child Report, 2,534

and child assessment completed

P21RA2WT Child Parent interview completed in either fall 2006 or 2,880
spring 2007 and either Teacher Child Report or child
assessment completed in spring 2007

PRAOC2WT Child Spring 2007 parent interview, Teacher Child Report, 2,215
child assessment, and child’s classroom observed

PRAOT2WT Child Spring 2007 parent interview, Teacher Child Report, 2,425
child assessment, and teacher’s classroom observed

Fall 2006-Spring 2007 Longitudinal Analysis. The year 1 longitudinal weights sum up to the
eligible population in spring 2007. While there was no cross-sectional teacher-level weight created
for spring 2007, we did create a longitudinal teacher-level weight; however, definitions for the target
population are not straightforward. Thus, we have created the following definitions associated with
the eligible teacher population: (1) teachers became part of the FACES 2006 sample only by having
their classes selected and having selected eligible children in their classes, (2) teachers could move
from one class to another from fall to spring, and (3) some teachers had more than one class in the
fall and/or the spring. The teacher had to have been associated with at least one eligible selected
class in fall 2006, one eligible selected class in spring 2007, and one class had to be the same at both

times. The teacher longitudinal weights were created at the teacher-class combination level and
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account for the number of chances the teacher had of being selected into the sample in fall 2000.

Table VI.12 shows the seven longitudinal weights for year 1.
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Table VI.12. Year 1 Longitudinal Weights

Records with

Unit of Positive

Weight Name Analysis Weight Description Weight

T12CLSWT Class Teacher interview completed in fall 2006 and spring 395
2007

T120CLSWT Class Teacher interview completed in fall and spring and 335

observation completed in spring
T12TCHWT Teacher Teacher interview completed in fall and spring 355
PRAT2WT Child Parent interview completed in fall or spring and 2,865

Teacher Child Report or child assessment completed in
fall and spring*

P12WT Child Parent interview completed in fall and spring 2,620

PRA120CW Child Parent interview completed in fall or spring and 2,501
Teacher Child Report or child assessment completed in
fall and spring* and teacher interview completed in fall or
spring and child’s classroom observed

PRAT120TW Child Parent interview completed in fall or spring and 2,730

Teacher Child Report or child assessment completed in
fall and spring* and teacher interview completed in fall or
spring and teacher’s classroom observed

*This means that either the Teacher Child Report or the child assessment had to be completed in both
rounds.

FACES Spring 2008 Sample and Analysis Weights. By spring 2008, our original sample was
reduced to 2,226 children from 3,315; since spring 2007, 561 children became ineligible for the study
because they left Head Start and were not in kindergarten, 6 left the selected Head Start center for
another one not part of the study, and 121 left Head Start with unknown kindergarten status (see

Table V1.13).

Table VI.13. FACES Spring 2008 Sample

Program Center Class Teacher Child
Eligible/Consented Fall 2006 60 135 410 368 3,315
Eligible/Consented Spring 2008 59 128 NA NA 2,226
Sum of Spring 2008 Weights — — [NO WTI* [NO WT] 321430.96

*No classroom-level cross-sectional weight was created after spring 2007.
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We created two child-level weights for cross-sectional analysis of the spring 2008 data and four
for longitudinal analysis involving years 1 (fall 2006 and spring 2007 combined) and 2 (spring 2008).
Because there were no observations on the sampled classrooms in spring 2008, and because the
originally sampled classrooms essentially no longer existed in year 2, there are fewer cross-sectional

weights than there were for spring 2007. Table VI.14 shows the spring 2008 cross-sectional weights.

Table VI.14. Spring 2008 Cross-Sectional Weights

Unit of Records with
Weight Name Analysis Weight Description Positive Weight
PRA3SWT Child Spring 2008 parent interview, Teacher Child Report, 1,595

and child assessment completed

P3TRA3WT Child Parent interview completed in fall 2006 or spring 2007 2,174
or spring 2008 and either Teacher Child Report or
child assessment completed in spring 2008

Fall 2006—Spring 2008 Longitudinal Analysis. The year 1+2 longitudinal weights sum up to

the spring 2008 eligible population. Table VI.15 shows the four longitudinal weights for years 1+2.

Table VI.15. Year 1+2 Longitudinal Weights

Records with

Unit of Positive
Weight Name Analysis Weight Description Weight
PRAT3WT Child Parent interview completed in fall 2006 or spring 2007 or 2,144

spring 2008 and Teacher Child Report or child
assessment completed in fall 2006 and spring 2007 and
spring 2008*

P13WT Child Parent interview completed in fall 2006 and spring 2007 1,907
and spring 2008

PRA130CW Child Parent interview and teacher interview completed in fall 1,862
2006 or spring 2007 or spring 2008 and

Teacher Child Report or child assessment completed in
fall 2006 and spring 2007 and spring 2008* and child’s
classroom observed in spring 2007

PRA130TW Child Parent interview and teacher interview completed in fall 2,046
2006 or spring 2007 or spring 2008 and

Teacher Child Report or child assessment completed in
fall 2006 and spring 2007 and spring 2008* and
teacher’s classroom observed in spring 2007

*This means that either the Teacher Child Report or the child assessment had to be completed in all three
rounds.
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FACES Spring 2009 Sample and Analysis Weights. By spring 2009, our original sample was
reduced to 1,089 from 2,226 children in spring 2008; since spring 2008, 1,137 children became
ineligible for the study because they were in kindergarten and had therefore completed data

collection (n = 1,015) or were not in kindergarten in spring 2009 (n = 122) (see Table VI.16).

Table VI.16. FACES Spring 2009 Sample

Program Center Class Teacher Child
Eligible/Consented Fall 2006 60 135 410 368 3,315
Eligible/Consented Spring 2009 59 128 NA NA 1,089
Sum of Spring 2009 Weights - [NO WT] [NO WT] 155199

We created two child-level weights for cross-sectional analysis of the spring 2009 data and four
for longitudinal analysis involving years 1 (fall 2006 and spring 2007 combined), 2 (spring 2008), and
3 (spring 2009).

Table VI.17 shows the two spring 2009 cross-sectional weights.

Table IV.17. Spring 2009 Cross-Sectional Weights

Weight Name Unit of Records with
Analysis Weight Description Positive Weight
PRA4AWT Child Spring 2009 parent interview, Teacher Child Report, 684
and child assessment completed
P41RA4WT Child Parent interview completed in any round and either 1,045
Teacher Child Report or child assessment completed in
spring 2009

Fall 2006—Spring 2009 Longitudinal Analysis. The year 1+2+3 longitudinal weights sum up
to the eligible population in spring 2009. Table VI.18 shows the four longitudinal weights for these

years.
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Table VI.18. Year 1+2+3 Longitudinal Weights

Unit of Records with
Weight Name Analysis Weight Description Positive Weight
PRAT4AWT Child Parent interview completed in any round and 1,003

Teacher Child Report or child assessment completed
in all rounds*

P14WT Child Parent interview completed in all rounds 904

PRA140CW Child Parent interview and teacher interview completed in 867
any round and Teacher Child Report or child
assessment completed in all rounds* and child’s
classroom observed in spring 2007

PRAT140TW Child Parent interview and teacher interview completed in 956
any round and Teacher Child Report or child
assessment completed in all rounds* and teacher’s
classroom observed in spring 2007

*This means that either the Teacher Child Report or the child assessment had to be completed in all four
rounds.

FACES Prekindergarten Sample and Analysis Weights. As of spring 2008, we had data on
the prekindergarten year for both age cohorts: spring 2007 for most of the 4-year-old cohort and
spring 2008 for the 3-year-old cohort. Operationally, this is the spring of the year before children go
to kindergarten in the fall. This weight would be used to describe characteristics of children, their
families, and program experiences as they are completing Head Start and about to enter
kindergarten. Parallel to the set of spring 2008 weights, we created two child-level weights for cross-
sectional analysis of the prekindergarten year data; four for longitudinal analysis for analysis
involving year 1 (fall 2006 and spring 2007 combined); and, for the 3-year-old cohort only, year 2

(spring 2008). See Table VI.19 for the cross-sectional weights.

Table VI.19. Prekindergarten Cross-Sectional Weights

Weight Name Unit of Records with
Analysis Weight Description Positive Weight
PRASWT Child Prekindergarten parent interview, Teacher Child 2,048

Report, and child assessment completed

P5T1RASWT Child Parent interview completed in fall 2006 or spring 2007 2,324
(or spring 2008 for 3-year-old cohort) and either
Teacher Child Report or child assessment completed in
prekindergarten

129



HHSP23320052905YC Mathematica Policy Research

We have included a variable called PKYEAR in the public use file, with the values 2007 and
2008. These values indicate (1) the year the child was in prekindergarten (completing Head Start)
and (2) the year from which to draw data when conducting the prekindergarten analyses for each
child. For most children in the 4-year-old cohort, its value is 2007 and, in the 3-year-old cohort, its
value is 2008. However, there are 16 children in the 3-year-old cohort whose prekindergarten year
was 2007, and 8 in the 4-year-old cohort whose prekindergarten year was 2008.

Prekindergarten Longitudinal Analysis. The prekindergarten longitudinal weights sum up to
the eligible population in the prekindergarten year (spring 2007 for most of the 4-year-old cohort
and spring 2008 for most of the 3-year-old cohort). These weights are used when one wants to
analyze data collected in all rounds up to and including spring of the prekindergarten year. Table

VI.20 shows the four prekindergarten longitudinal weights.

Table VI1.20. Prekindergarten Longitudinal Weights

Records with

Unit of Positive
Weight Name Analysis Weight Description Weight
PRAT5WT Child Parent interview completed in fall 2006 or spring 2007 2,305

(or spring 2008) and Teacher Child Report or child
assessment completed in fall 2006 and spring 2007 (and
spring 2008)*

P15WT Child Parent interview completed in fall 2006 and spring 2007 2,069
(and spring 2008)

PRA150CW Child Parent interview and teacher interview completed in fall 2,010
2006 or spring 2007 (or spring 2008) and Teacher Child
Report or child assessment completed in fall 2006 and
spring 2007 (and spring 2008)* and child’s classroom
observed in spring 2007

PRAT150TW Child Parent interview and teacher interview completed in fall 2,202
2006 or spring 2007 (or spring 2008) and

Teacher Child Report or child assessment completed in
fall 2006 and spring 2007 (and spring 2008)* and
teacher’s classroom observed in spring 2007

Note: Parenthetical phrases refer only to the 3-year-old cohort.

*This means that either the Teacher Child Report or the child assessment had to be completed in all
rounds.
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FACES Kindergarten Sample and Analysis Weights. As of spring 2009, we had data on the
kindergarten year for both age cohorts: spring 2008 for most of the 4-year-old cohort and spring
2009 for most of the 3-year-old cohort. Analysts interested in children’s skills in spring of
kindergarten or the characteristics or the experience for the group who entered Head Start as 3- and
4-year-olds in fall 2006 would use this weight. Parallel to the set of spring 2009 weights, we created
two child-level weights for cross-sectional analysis of the kindergarten data, four for longitudinal
analysis involving years 1 and 2 and, for the 3-year-old cohort only, year 3 (spring 2009), plus two

additional kindergarten longitudinal weights. See Table VI.21 for the cross-sectional weights.

Table VI.21. Kindergarten Cross-Sectional Weights

Weight Name Unit of Records with
Analysis Weight Description Positive Weight
PRAGWT Child Kindergarten parent interview, Teacher Child Report, 1,224

and child asses